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Objectives

• Able to formulate statistical hypothesis

• Discuss between two types of error in hypothesis testing

• Able to decide accepting or rejecting a statistical hypothesis at a 
specific level of significance

• Choose appropriate tests statistics for a particular set of data.



Symbols



Definition

• Hypothesis is defined as a statement about one or more populations.

• The hypothesis is frequently concerned with the parameters of the 
population about which statement is made

• Example: A hospital administrator may hypothesize that the average 
length of stay of patients admitted to the hospital is five days.



Types of Hypotheses

• Researchers are concerned with two types of hypotheses

• 1. Research hypothesis: It is the conjecture or supposition that 
motives the research.

• Research hypothesis lead to directly statistical hypothesis.

• 2. Statistical hypothesis: this are stated in such a way that they may 
be evaluated by appropriate statistical techniques.



Types of statistical hypothesis

• Two (2) types:

1. Null hypothesis (H0): The hypothesis to be tested (State hypothesis 
value before sampling).

2. Alternative hypothesis (HA/H1): Negation of null hypothesis.

Example:

H0: There is no significant difference in CKD prevalence between male 
and female (µM=µF).

H1: There is significant difference in CKD prevalence between male and 
female (µM ≠ µF).



Types of Errors
• Two (2) types

1. Type 1 Error:  It refers when we reject  null hypothesis while it is true ( 
Wrongly reject H0).

E.g: H0: There is no difference between the effect of two new establish drugs.

Type 1 error occurs if we conclude, there is significance difference between 
the effect of two drugs when there isn’t actually no differences.

Prob (Type 1 error) = Significance level = α

2. Type 2 Error: It refers when we accept null hypothesis while it is false.

E.g: H0: There is no significance difference in CKD prevalence between male 
and female.

Type 2 error occurs if we conclude that the prevalence of CKD in male and 
female is equal when there is actually differences.

Prob (Type 2 error)  = β



Types of Errors



Elements of Hypothesis testing

• Null hypothesis 

• Alternative hypothesis

• Test Statistic: A sample statistic used to decide whether to reject the 
null hypothesis.

• Rejection region

• Calculation of test statistic

• Conclusion (Numerical values falls in the rejection region or not).



Level of significance (α)

• To specify the probability of committing a Type 1 error which is 
known as level of significance.

• We can determine the Critical values which define

Region of Rejection (Critical region)

Region of Acceptance

• The value of α = 5% or 0.05 means the region of rejection is 0.05 and 
the acceptance region is 0.95.











Hypothesis step testing

• Hypothesis testing will be presented as a nine (9) step procedure:
1. Data
2. Assumptions
3. Hypothesis
4. Test statistics
5. Distribution of test statistics
6. Decision rule
7. Calculation of the Test statistics
8. Statistical decision
9. Conclusion



What is test statistics?
• A test statistic is a sample statistic computed from sample data. The value 

of the test statistic is used in determining whether or not we may reject 
the null hypothesis.

• The decision rule of a statistical hypothesis test is a rule that specifies the 
conditions under which the null hypothesis may be rejected.

• There are two possible states of nature

• 1. H0 is true

• 2. H0 is false

• There are two possible decisions:

• 1. Fail or reject H0 as true

• Reject H0 as false.



P-value

• The p-value is the probability of obtaining a value of the test 
statistics as extreme or more extreme than the actual value 
obtained, when the null hypothesis is true.

• The p-value is the smallest level of significance (alpha/ α) at which 
the null hypothesis may be rejected using the obtained value of the 
test statistic

• When the p-value is less than α, reject H0.





z-score (Standard 

Deviations)

p-value (Probability) Confidence 

level

< -1.65 or > +1.65 < 0.10 90%

< -1.96 or > +1.96 < 0.05 95%

< -2.58 or > +2.58 < 0.01 99%



A confidence interval refers to the probability that a population parameter 

will fall between two set values.

uses a percentage level, often 95 percent, to indicate the degree of 

uncertainty of its construction.



Example
• A company that delivers packgs within a large city area claims that it  takes ana 

average of 28 minutes for a package to be delivered from your door to the 
destination. Test this claim this hypothesis.

• Answer:

1.Set the null and alternative hypothesis:

H0 : average time = 28

H1: average time ≠ 28

2. Collect sample data (will be given in question)

N=100

Mean time = 31.5

S = 5  

3. Confidence interval at 95% = x̅ ± Z0.05(s/√n) = 31.5 ± 1.96 (5/10) =31.5 ± 0.98

= [30.52, 32.48]

We can be 95% sure that the average time for package delivery is between 30.52 and 
32.48 minutes. As the asserted value 28 is not in this 95% CI, we may reject null 
hypothesis.





Hypothesis testing

• Three different types of hypothesis test, namely

1. Test of hypothesis about population means

2. Test of hypothesis about population proportions

3. Test of hypothesis about population variance



Testing Population Means

• Cases in which the test statistic is Z:

s is known and the sample size is at 
least 30. ( Population need not be 
normal)

• Cases in which the test statistic is t:

s is unknown but the sample standard 
deviation is known and the population 
is normal.





Example
• A machine fills cola into two liter (2000cc) bottles. A consumer wants to test the null hypothesis 

that the average amount filled by the machine into a bottle is at least 2000cc. A random sample 
of 40 bottles coming out of the machine was selected and the exact content of the bottles 
recorded. The sample mean was 1999.6cc. The population SD is known from past experience to 
be 1.30cc. Test the null hypothesis at 5% significance level.

• Answer:

H0: µ = 2000

H1: µ ≠ 2000

n = 40

For 5% significance level, z = -1.645

Test statistics, Z = x̅ - µ/ (σ/√n)

Don’t reject null hypothesis if z = -1.645

Reject null if Z ≠ -1.645

Calculation:

N = 40

x̅ = 1999.6

µ=2000

Z= -1.95; Reject null hypothesis



Population variances
• For testing hypothesis about population variances, the test statistics 

(Chi-square) is used.

• Where chi-square (X2 ) is the claimed value of the population variance 
in the null hypothesis. The degree of freedom for chi-square random 
variable is (n-1).



Practices

• 1. In a sample of 49 adolescents who served as the subjects in an 
immunologic study, a variable of interest was the diameter of skin test 
reaction to an antigen. The sample mean and standard deviation were 
21 and 11 mm erythema respectively. Can it be concluded from these 
data that the population mean is less then 30? Let significance level at 
5%.

• 2. A research assume that systolic pressure in a certain population of 
males is normally distributed with a standard deviation of 16. A simple 
random sample of 64 males from the population had a mean systolic 
pressure reading of 133. At the 0.05 level of significance, do these data 
provide sufficient evidence for us to conclude that the population 
mean is greater than 130.



Hypothesis testing: The differences between 
two population mean



Condition:

• 1. When two independent simple random samples has been drawn 
from a normally distributed population with a known variance, the 
test statistic for testing null hypothesis:

• Z = (x1̅-x2̅) – (µ1 - µ2)/√((σ1
2/n1)+ (σ2

2/n2))

• 2. If variance is unknown;

• t = (x1̅-x2̅) – (µ1 - µ2)/√((sp
2/n1)+ (sp

2/n2))



Example 1: Z-test

• Assume variance for normal population is 1 and variance for Down’s 
syndrome is 1.5

• Calculation:

• 1. Hypothesis: H0: µ1 = µ2; HA: µ1 ≠ µ2.

• Decision rule: at 0.05 significance level; critical value of Z =± 1.96. Accept 
H0 if -1.96 < Z estimated < 1.96.

• Z = 2.57, Reject null hypothesis as Z>1.96.



Example 02: t-test



Calculation:







Z table


