All about Naive Bayes

Learning a Naive Bayes classifier is just a matter of counting how many times each attribute co-occurs with each class

Naive Bayes is the most simple algorithm that you can apply to your data. As the name suggests, here this algorithm makes an assumption as all the variables in the dataset is “Naive” i.e not correlated to each other.
Naive Bayes is a very popular classification algorithm that is mostly used to get the base accuracy of the dataset.
Explain like I am five
Let’s assume that you are walking on the playground. Now you see some red object in front of you. This red object can be a bat or a cat or a ball. You will definitely assume that it will be a ball. But why so?
Let’s us think you are making a machine and you have given the task as above to classify an object in between bat, ball and a cat. At first you will think of creating a machine that will identify the characters of the object and then map it with your classification objects such that if an object is a circle then it will be a ball or if the object is living-being then it will be a cat or in our case, if our object is red then it is most probable that it will be a ball.
Why so? because from our childhood we have seen a red ball but a red cat or a red bat is very unlikely to our eyes.
So in our case, we can classify an object by mapping its features with our classifier individually. As in our case, this red color was mapped with a bat, a cat, and a ball, but eventually, we get the most probability of red object with a ball and therefore we classified that object with a ball.
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Formula
Here c represents the class eg. ball, cat, bat.
x represents features calculated individually.
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Where,
· P(c|x) is the posterior probability of class c given predictor ( features).
· P(c) is the probability of class.
· P(x|c) is the likelihood which is the probability of predictor given class.
· P(x) is the prior probability of predictor.

Example
let’s say we have data on 1000 pieces of fruit. The fruit being a Banana, Orange or some other fruit and imagine we know 3 features of each fruit, whether it’s long or not, sweet or not and yellow or not, as displayed in the table below.
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So from the table what do we already know?
· 50% of the fruits are bananas
· 30% are oranges
· 20% are other fruits
Based on our training set we can also say the following:
· From 500 bananas 400 (0.8) are Long, 350 (0.7) are Sweet and 450 (0.9) are Yellow
· Out of 300 oranges, 0 are Long, 150 (0.5) are Sweet and 300 (1) are Yellow
· From the remaining 200 fruits, 100 (0.5) are Long, 150 (0.75) are Sweet and 50 (0.25) are Yellow
Which should provide enough evidence to predict the class of another fruit as it’s introduced.
So let’s say we’re given the features of a piece of fruit and we need to predict the class. If we’re told that the additional fruit is Long, Sweet and Yellow, we can classify it using the following formula and subbing in the values for each outcome, whether it’s a Banana, an Orange or Other Fruit. The one with the highest probability (score) being the winner.
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formula for reference
Banana:
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Orange:
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Other Fruit:
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In this case, based on the higher score ( 0.252 for banana ) we can assume this Long, Sweet and Yellow fruit is in fact, a Banana.


implementing Naive bayes using Scikit learn
now there are three types of naive bayes in scikit learn
· Multinomial. http://scikit-learn.org/stable/modules/generated/sklearn.naive_bayes.MultinomialNB.html
· Bernoulli. http://scikit-learn.org/stable/modules/generated/sklearn.naive_bayes.BernoulliNB.html
· and finally Gaussian. http://scikit-learn.org/stable/modules/generated/sklearn.naive_bayes.GaussianNB.html
## a quick reminder, we hve implemented gaussian naive bayesian in the above code
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Advantages
· It is easy and fast to predict the class of the test data set. It also performs well in multi-class prediction.
· When assumption of independence holds, a Naive Bayes classifier performs better compare to other models like logistic regression and you need less training data.
· It perform well in case of categorical input variables compared to numerical variable(s). For numerical variable, normal distribution is assumed (bell curve, which is a strong assumption).

Disadvantages
· If categorical variable has a category (in test data set), which was not observed in training data set, then model will assign a 0 (zero) probability and will be unable to make a prediction. This is often known as Zero Frequency. To solve this, we can use the smoothing technique. One of the simplest smoothing techniques is called Laplace estimation.
· On the other side naive Bayes is also known as a bad estimator, so the probability outputs are not to be taken too seriously.
· Another limitation of Naive Bayes is the assumption of independent predictors. In real life, it is almost impossible that we get a set of predictors which are completely independent.

Applications
· Real time Prediction: Naive Bayes is an eager learning classifier and it is sure fast. Thus, it could be used for making predictions in real time.
· Multi class Prediction: This algorithm is also well known for multi class prediction feature. Here we can predict the probability of multiple classes of target variable.
· Text classification/ Spam Filtering/ Sentiment Analysis: Naive Bayes classifiers mostly used in text classification (due to better result in multi class problems and independence rule) have higher success rate as compared to other algorithms. As a result, it is widely used in Spam filtering (identify spam e-mail) and Sentiment Analysis (in social media analysis, to identify positive and negative customer sentiments)
· Recommendation System: Naive Bayes Classifier and Collaborative Filtering together builds a Recommendation System that uses machine learning and data mining techniques to filter unseen information and predict whether a user would like a given resource or not.

When to use
· Text Classification
· when dataset is huge
· When you have small training set

Further i will add other machine learning algorithms. The main motto of this article was to give an in depth knowledge of Naive Bayes without using any hard word and explain it from scratch. Further if you want to implement Naive bayes, start from these datasets and you can comment your predicted score with code in the comments section.
· Iris dataset
· Wine dataset
· Adult dataset


Source Link: https://towardsdatascience.com/all-about-naive-bayes-8e13cef044cf
Further Study: 
https://towardsdatascience.com/naive-bayes-classifier-81d512f50a7c
https://medium.com/@srishtisawla/introduction-to-naive-bayes-for-classification-baefefb43a2d
https://medium.com/datadriveninvestor/a-gentle-introduction-to-naive-bayes-classifier-9d7c4256c999
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Fruit Long Sweet Yellow Total
Banana 400 350 450 500
Orange 0 150 300 300
Other 100 150 50 200
Total 500 650 800 1000
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In [1]: | # import dependencies
import numpy as np
import pandas as pd

# other dependencies that you might not need
# just for publishing image in notebook
from IPython.display import Inage

from IPython.core.display import HTHL
#natplotlib inline

In [2]: | # column has alL the name of column name
# our data is stored in dataframe: data

column = ["Pregnancies”,"Glucose”

n","Age","Outcome”]
data = pd.read_csv("pima-indians-diabetes.data.csv’ ,names=column)

iabetesPedigreeFunctio

In [3]: | data.head()

w315 | |pregnancies | Glucose | BloodPressure | skinThickness |insulin | BMI | DiabetesPedigreeFunction| Age | outcome
ols 148 72 35 0 3356|0627 50 |1
1)1 85 66 29 0 2656|0351 31 |0
28 183 64 0 0 233|0672 2 |1
3(1 89 66 2 94 |281|0167 21 |0
4lo 137 40 35 168 |431|2288 3 |1
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In [4]: |# to recollect, this is our bayesian formula
Inage(url- "inages/bayes.PNG")

out[4]:

predcor rorprobabtey
P(eIX) = P(x, €)% P(s; | €)% P(x, | €)% P(e)

‘

Where,

= P(clx) is the posterior probabiltty of ciass ¢ given predictor ( features)
- P(c)is the probability of class

- P(x|c) s the likelihood which is the probability of predictor given class.
= P(x)1s the prior probabiliy of predictor

.iloc[:,0:-1] # X is the features in our dataset
[:,-1]  #y is the Labels in our dataset
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In [6]: |# divide the dataset in train test using scikit Learn
# now the model will train in training dataset and then we will use test dataset to predict its accuracy

from sklearn.model_selection import train_test_split
X_train, X_test, y_train, y_test = train_test_split(X, y, test_size-6.33, random_state-42)
In [7]: |# now preparing our model as per Gaussian Naive Bayesian

from sklearn.naive_bayes import Gaussianhg

model = GaussianN().fit(X_train, y_train) #fitting our model
In [8]: | predicted_y = model.predict(X_test) #now predicting our model to our test dataset

In [9]: from sklearn.metrics import accuracy_score

# now calculating that how much accurate our model is with comparing our predicted values and y_test value
s

accuracy_score = accuracy_score(y_test, predicted_y)

print (accuracy_score)

©.7362204724400449

wow!!

we got 73% accuracy. It means it is accurate about the result 73%

In [16]: |# Lets test our model with random input
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In [11]

out[11]

In [12]

In [13]

# Create an empty dataframe that we have to predict
person = pd.DataFrame()

# Create some feature values for this single row
person] ‘Pregnancies’] = [7]

person
person
person
person
person
person

“BHI']

person[ "Age’]
# View the data

- [32.5]

- [se]

["Glucose’] = [130]
['BloodPressure’ ]
["skinThickness’]
['Insulin’] = [e]
[
[
[

DiabetesPedigreeFunction’] = [6.564]

person
Pregnancies | Glucose | BloodPressure | SkinThickness | Insulin | BMI | DiabetesPedigreeFunction | Age
o|7 130 86 34 0 33.5(0.564 50

# the data is stored in Datadrame person

predicted y =

model. predict (person)

print (predicted_y)
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