
Hypohesis estng is done or he ollowing:

1. Hypohesis estng or a proporton.

2. HT or a mean when we know he sigma.

3. HT or a mean when we don’ know he sigma.

Hypohesis:

This is some sor o claim. I is an educaed guess. Hypohesis estng is estng a claim wheher i is righ

or wrong, or wheher he claim is valid.

Wha is a claim?

This is some sor o a saemen. E.g. mos people ge heir jobs hrough neworking. Now, rs we have

o decide wha we are dealing wih here, mean or proporton in he saemen? Wha does mos mean

here? Here, mos, means more han 50%. Thameans “mos” in he saemen is reerring o proporton.

Then i would be:

P > 0.5

So, we have o decide always wha he saemen is elling us abou, proporton or mean? I always

proporton when here is mos or percenage or less han some percenage. And “mean” means when he

saemen has average o somehing. E.g. he average payload o rucks on he 99 (reeway) is 18,00 lbs.

We are dealing wih mean here. We are alking abou he whole populaton using a sample.

µ = 18,000

Rare Even Rule:

We make assumptons ou o his claim, and we are going o es he probabiliy o hese assumptons

being rue. I he probabiliy o an assumpton occurring is “very small”, hen he assumpton is probably

incorrec. We say here “probably”, because we can never be 100% sure abou an assumpton o be wrong

or correc. Satstcs always alk abou reasonably sure. Tha’s where our condence level comes.

Example:

Gender selecton-

Claim- I you use drug “a”, here is a leas 80% chance o having a girl. (is his a proporton or average?)

Sample- 100 couples (hey will be sudied), according o our claim, 80 couples will have girls.

The assumpton- The drug doesn’work. Le’s say, 50% will be girls and 50% will be boys. For he ollowing

cases:

a) 52/100 had girls, his probabiliy is no ha dieren rom he assumpton ha 50% will be girls.

b) 97/100 had girls, his probabiliy is signicanly dieren rom he assumpton ha 50% will be

girls which in ac disapproves our assumpton ha he drug doesn’work. I he probabiliy o his

acton is rare considering he saemen, hen he saemen is wrong hameans i approves our

claim ha I you use drug “a”, here is a leas 80% chance o having a girl.



Hypohesis estng is a orm o satstcal inerence ha uses daa rom a sample o draw conclusions abou

a populaton parameer or a populaton probabiliy disributon. Firs, a enatve assumpton is made

abou he parameer or disributon. This assumpton is called he null hypohesis and is denoed by H0.

An alernatve hypohesis (denoed Ha), which is he opposie o wha is saed in he null hypohesis, is

hen dened. The hypohesis-estng procedure involves using sample daa o deermine wheher or

no H0 can be rejeced. I H0 is rejeced, he satstcal conclusion is ha he alernatve hypohesis Ha is

rue.

In hypohesis estng, we always ry o prove a claim incorrec. For example, we can never prove someone

innocen, wha we do we prove hem guily or no guily. In hypohesis estng, eiher we rejec a claim,

or we ail o rejec a claim.

Types o Hypoheses:

Null hypohesis, H0 (saemen o equaliy)– This is always going o be a saemen ha reecs some

populaton parameer (mean (µ), proporton (p)) is equal o a value. Null hypohesis will always have equal

value. Example: H0 : µ = 5, H0: p = 0.5

How o es hypohesis?

We sar by assuming ha he null hypohesis is rue. Then by evidence, we reach he ollowing

conclusions:

• Rejec he null hypohesis (e.g. I have enough evidence o prove null hypohesis (H0) wrong)

• Fail o rejec he null hypohesis (e.g. I don’ have enough evidence o prove he null hypohesis

(H0) wrong).

We can never accep H0 , eiher we have evidence o rejec i or we don’ have enough evidence o rejec

i hameans ail o rejec (H0).

Now le’s alk abou alernatve hypohesis Ha, how hese hings inerplay wih each oher?

Alernatve hypohesis, Ha (alernatve hypohesis will never have equal sign in i)- Saes ha he

parameer (mean, proporton) has a value dieren han null hypohesis. (e.g. >, <, ≠).

Ex: Ha : p < 0.5, Ha : p > 0.5, Ha : p ≠ 0.5

These wo hypoheses work ogeher. We are no proving anyhing direcly in hypohesis estng raher we

do i indirecly. Null and alernatve hypoheses are opposie saemens o each oher. Tha means i we

rejec null hypohesis, we indirecly accep alernatve hypohesis. We can never prove null hypohesis

righ/rue, we can eiher rejec i or ail o rejec i. I we ail o rejec null hypohesis ha means we ail

o accep he alernatve hypohesis.

Noe: I we wan o prove a claim rue/righ, can we sae i as null hypohesis? The answer is No. I we

wan o prove a claim/saemen righ/rue, we mus sae i as an alernatve hypohesis. Because

alernatve hypohesis is he only one, we can accep, and we can do so by proving null hypohesis wrong.

I we wan o suppor/prove a saemen/claim, we mus sae i as an alernatve hypohesis no null

hypohesis.



Example: Suppose we wan o prove ha our previous ertliy drug works (his is our alernatve

hypohesis because his is he claim/saemen we wan o prove righ). We should sae he null

hypohesis o his claim and by only rejectng he null hypohesis we can say ha he ertliy drug works

(which is our alernatve hypohesis).

H0: p = 0.5,

Ha: p > 0.5

Iwe ail o rejec he null hypohesis, he resul becomes inconclusive. Thameanswe do no have enough

evidence o rejec he null hypohesis, i doesn’ mean he null hypohesis is righ or he alernatve

hypohesis is wrong, imeans we don’ have enough evidence o say anyhing.

How o identy null and alernatve hypoheses?

Firs, we mus sae our original claim symbolically. Then sae he opposie o he original claim as well.

Bu his only can be done in research and projec works. I he claim is given o you (as class work or

exercise) you can’ change ha. When he claims are given o you, hey can eiher be worded as null or

alernatve saemen.

The saemen/claim which has equaliy in i will be he null hypohesis. In he nex example, rs we will

nd ou he saemen is alking abou proporton or mean, hen we will sae he original and opposie

claim symbolically and nally we will decide which one is null and alernatve.

Example: The mean o uid is a leas 12 oz in a can.

Is i alking abou proporton or mean? The answer is mean.

Now, le’s wrie he original and opposie claim symbolically.

Original claim- µ ≥ 12, Null hypohesis, H0: µ = 12 [ here, we did a sligh resaemen. We compleely omi

he oher greaer or lesser sign where we have he equal]

Opposie claim- µ < 12, Alernatve hypohesis, Ha: µ < 12 [ in his case, we leave i as i was]

Noe: These saemens are abou populaton. Wha we are doing, we are aking samples, using ha as

evidence o es a claim abou he populaton. Why do we wan o es a claim abou a sample? We have

all he inormaton abou he sample, we don’ need o make a claim, we have everyhing here, buwha

we don’ have is he inormaton abou he populaton. So, wha do we do, we use his evidence o conrm

or rejec some claim abou a populaton. We are basically estng claims abou a populaton. These claims

are all based on populaton parameers which are µ, p, σ no abou any sample parameers.

Example: The mean o uid ismore han 12 oz in a can.

Now, le’s wrie he original and opposie claim symbolically.

Original claim- µ > 12, Alernatve hypohesis, Ha: µ > 12 [ in his case, we leave i as i was]

Opposie claim- µ ≤ 12, Null hypohesis, H0: µ = 12 [ here, we did a sligh resaemen. We compleely omi

he oher greaer or lesser sign where we have he equal]



Reminder: To prove a saemen rue, i should always be saed as an alernatve hypohesis, Ha.

Example: The proporton omale CEO is greaer han 0.5. (mos always means more han 50% or 0.5, so i

you ever see mos imeans proporton)

Original claim- p > 0.5, Alernatve hypohesis, Ha: p > 0.5 [ in his case, we leave i as i was]

Opposie claim- p ≤ 0.5, Null hypohesis, H0: p = 0.5 [ here, we did a sligh resaemen. We compleely

omi he oher greaer or lesser sign where we have he equal]

Example: The mean weigh o babies is amos 8.9 lbs.

Original claim- µ ≤ 8.9, Null hypohesis, H0: µ = 8.9 [ here, we did a sligh resaemen. We compleely omi

he oher greaer or lesser sign where we have he equal]

Opposie claim- µ > 8.9, Alernatve hypohesis, Ha: µ > 8.9 [ in his case, we leave i as i was]

Example: The mean IQ score is 100.

Original claim- µ = 100, Null hypohesis, H0: µ = 100 [ here, we did a sligh resaemen. We compleely

omi he oher greaer or lesser sign where we have he equal]

Opposie claim- µ ≠ 100, Alernatve hypohesis, Ha: µ ≠ 100 [ in his case, we leave i as i was]

Tes Satstcs

Tes satstcs are wha we use o es he hypohesis.

Proporton, p:

Z es. I is a ypical Z- score. This is no he α/2 critcal value. For proporton, we always have Z-satstc

only.

Z =
̂−

√




Where,

 = sample measure

p = populaton parameer (which we will ge rom our claim)

, and n are he only hings ha will come rom our sample.



Mean, µ:

We have wo optons or mean, µ. We use Z-es i we know populaton’s sandard deviaton, bu i we

don’ know populaton’s sandard deviaton, we use sample’s sandard deviaton. Why? I is all abou

sandard deviaton because Z-score is based on sandard deviaton, . The selecton o Z or T es also

depends on he sample size. I he sample size is over 30, we use Z-es whereas we use T-es or a small

sample size which is less han 30.

Z =
̅− µ


√

T =
̅− µ


√

Example: Survey: A sample o 706 companies ound ha 61% o CEOs were male. Claim: Mos CEOs are

male.

We have o es he claim. For doing ha he queston comes rs is: Is 61% dieren/ big enough o say

ha mos are male? E.g. is 52% or 55% big enough o say hamos CEOs are male? The second queston

comes- Is he sample 706 is well represenatve o he populaton? Is he sample size large enough o say

hamos CEOs are male?

Sep 1: Identying null and alernatve hypohesis

Now, le’s wrie null and alernatve hypohesis rom our claim. (Claim:Mos CEOs are male.)

Original claim- p > 0.5, Ha: p > 0.5 (why didn’wewroe p > 0.61?- The 61% resulwe have rom our survey,

so he 61% is alking abou 706 sample companies. Bu he claim we made ha mos CEOs are male is

based on he resul we go rom he survey. We are claiming abou populaton considering he survey

resul. 61% is our evidence here, we are going o use ha o conrm or deny our claim). Alernatve

hypohesis, in our case p > 0.5 is always going o ell wheher we are going o have a righ ail/ a lef

ail/ or a wo ailed es.

Opposie claim- p ≤ 0.5, H0: p = 0.5

Sep 2: Tes Satstcs

Z =
̂−

√




Where,

 = sample measure (here i means he sample proporton. For our example he sample proporton is

0.61).

p = populaton parameer (which we will ge rom our claim and he p always comes rom he null

hypohesis or H0. Here, according o our claim p = 0.5)

q = 1-p,

= 1-0.5

= 0.5



And, n = 706 (he sample size)

See, we old earlier ha , and n are he only hings ha will come rom our sample.

Z =
.−.

√
(..)



(always do he op operaton rs)

= 5.84

Now, we have o nd ou ha 5.84 is a usual or unusual value or a Z-score.

Noe: Z-score and unusual values:

• z scores are one o he commonmeasures o relatve positon; hey describe he locaton o a value

relatve o he mean. Here, he mean always has a zero z score.

• A z score o 1 indicaes ha a daa value is one sandard deviaton above he mean, while minus

2 suggess wo sandard deviatons below he mean.

• The ordinary, or majoriy, o values in any disributon lie wihin he z score o minus 2 o plus 2.

Any values beyond his range are considered unusual, or ouliers, and are considered ar away

rom he oher daa values. Ouliers may indicae variabilites in measuremen or experimenal

errors.

• For example, a suden’s heigh has a plus 3.3 z score, or 3.3 sandard deviatons away rom he

class average, indicatng ha she is unusually all or her class.

I Z-score is rare enough i means our null hypohesis or H0 is wrong. I our null hypohesis is wrong, i

means our Ha is righ and ha means we jus proved our claim. Now, he problem is we don’ know wha

rare enough means. We don’ know i our Z-score, 5.84 is rare enough o prove our claim. Now, we will

alk abou he signicance level because ha will help us o undersand wha is rare enough. ( The

signicance level is hawe are 95% conden ha he signicance level is 0.05. So, basically, we are going

o say ha how cerain we are abou our hypohesis estng.

How o make a decision based on evidence?

Signicance level:

In order o a make a decision, we need a signicance level (α). Signicance level is always calculaed as (1-

C), here, C means condence level. The common signicance level or 90% condence level is 0.10, or

95% i is 0.05, and or 99% condence level he signicance level, α, is 0.01. The hing is do hese always

have o be like hese. The answer is NO. The signicance level can be anyhing based on condence level,

bu he mentoned are he mos common one.

Critcal values:

The critcal value is going o separae he rejecton region rom he ailed o rejec regions. Why do we

need critcal value? Because we are rying o rejec our null hypohesis in order o accep he alernatve

hypohesis. I he es satstcs, in he above example case he Z-score alls in he rejecton region, we

rejec our null hypohesis, and i doesn’ all in he rejecton region, we ail o rejec he null hypohesis.

Tha’s he decision we are going o make.



Critcal values or dieren levels o signicance:

Rejecton Region:

I our es satstc alls wihin his rejecton region area, we rejec our null hypohesis. I our es satstc

alls in he ail o he rejecton region ha mean we don’ have enough evidence o rejec he null

hypohesis.

Throughou he calculatons, we have wo Z-values. One we ge rom he es satstc, and he oher is

rom he critcal value.

Types o ailed hypohesis ess:

There are hree basic ypes o ‘ails’ ha hypohesis ess can have:

• One-ailed es

o Righ-ailed es: where he alernatve hypohesis includes a ‘>’ symbol. The rejecton

region is in he righ ail and he critcal value will be always positve.

o Lef-ailed es: where he alernatve hypohesis includes a ‘<’ symbol. The rejecton

region is in he lef ail and he critcal value will always be negatve.

• Two-ailed es: where he alernatve hypohesis includes a ≠. The rejecton regions are in boh

ails wih positve and negatve same values.

One-ailed hypohesis ess

A es o hypohesis where he area o rejecton is only in one directon. In oher words, when change is

expeced o have occurred in one directon, i.e expectng oupu eiher increase or o decrease.

I he level o signicance is 0.05, a one-ail es allos he entre alpha (α) in he one directon o es he

satstcal signicance. Since he satstcal signicance in he one directon o ineres, i is also known as

a directonal hypohesis.

Rejec he null hypohesis; I he es satstc alls in he critcal region, ha means he es satstc has a

greaer value han he critcal value (or he righ-ailed es) and he es satstc has a lesser value han

he critcal value (or he lef ailed es).

Generally, one-ailed ess are more powerul han wo-ailed ess; because o ha, one-ailed ess are

preerred.

The basic disadvanage o a one-ailed es is i considers eecs in one directon only. There is a chance

ha an imporan eec may be missing in anoher directon. For example, a new maerial used in he



producton and checking wheher he yield improved over he existng maerial. There is a possibiliy ha

new maerial may give less yield han he currenmaerial.

One ailed ess are urher divided ino:

Righ-ailed es (Righ ailed es is also called he upper ail es. A hypohesis es is perormed i he

populaton parameer is suspeced o be greaer han he assumed parameer o he null hypohesis.)

Lef-ailed es (Lef-ailed es is also known as a lower ail es. A hypohesis es is perormed i he

populaton parameer is suspeced o be less han he assumed parameer o he null hypohesis.)

Two-ailed hypohesis ess

A es o hypohesis where he area o rejecton is on boh sides o he sampling disributon.

I level o signicance is 0.05 o a wo-ailed es, i disribues he alpha (α) ino wo equal pars (α/2 &

α/2) on boh sides o es he satstcal signicance.

Rejecton Region or Null Hypohesis:

Le’s say here he signicance level,α is he common one which is 0.05. Considering he directon o he

es, signicance value and he critcal value given above, we decide our rejec and ail o rejec region.



Now, le’s ge back o our example. The Z es satstc value we have is 5.84, he Ha: p > 0.50, and le’s

say he signicance level is 0.05 (considering he condence level 95%). Our es is righ ailed as we

know ha he alernatve hypohesis includes a ‘>’ symbol. So, he critcal value we have here is 1.645

(because α is 0.05 and he es is one ailed es which is in righ directon). Our es satstc alls in he

rejecton region because he critcal value sars rom 1.645 and our es satstc value is 5.84.

P (probabiliy)-value:

This probabiliy value is associaed wih he es satstc.

There are wo ways o do hypohesis estng. One- he raditonal way, which we jus did. We calculaed

our es satstc, we decided a signicance level, and hen considering he directon o he es we

decided he critcal value, and hen nally decided he es satstc alls in he critcal region or no. The

p-value mehod does somehing backwards. In his mehod, we don’ have o worry abou he critcal

value. In his mehod, all we have our es satstc, and we are going o pu ha in our able/char and

we are going o nd a value or our es satstc. Then we compare he value wih he signicance level.

I i is smaller or equal o he signicance level, hen we know ha i is rare enough o rejec he null

hypohesis. I i is greaer han he signicance value, hen we ail o rejec he null hypohesis.



Example: Find p- values.

Sep 1- To deermine wheher i is righ/ lef or wo ailed ess.

Sep 2- To nd he p- value.

Sep 3- To compare he p- value wih he signicance level, α.

i) α = 0.05, Ha: p > 0.25 (here, p reers o proporton. Alernatve hypohesis doesn’ alk abou

probabiliy value). And he es satstc is Z = 1.18. Afer looking a he able we will ge

0.8810 or he 1.18 z-score. Then p- value will be, 1- 0.8810, which is 0.1190. Now le’s

compare he p-value (0.1190) wih he signicance level (0.05). We can see ha he p- value

is greaer han he signicance level. I he p-value is greaer han he signicance value,

hen we ail o rejec he null hypohesis.



Two (2) types 

1. Type 1 Error: It refers when we reject null hypothesis while it is true (Wrongly reject 

H0). 

E.g: H0: There is no difference between the effect of two new establish drugs. 

Type 1 error occurs if we conclude, there is significance difference between the effects of two drugs 

when there isn’t actually no differences. 

Prob (Type 1 error) = Significance level = α 

2. Type 2 Error: It refers when we accept null hypothesis while it is false. 

E.g: H0: There is no significance difference in CKD prevalence between male and female. 

Type 2 error occurs if we conclude that the prevalence of CKD in male and female is equal when there is 

actually differences. 

Prob (Type 2 error) = β 

 

 

 

 

The top left quadrant means the ground truth is that the null hypothesis is true, yet our research 
concluded to reject the null hypothesis (significant effect from the treatment). We made an incorrect 
statistical decision. This is considered a Type 1 error. 



The top right quadrant means the ground truth is that the alternative hypothesis is true and our 
research concluded to reject the null hypothesis (significant effect from the treatment). This is an ideal 
situation. 

The bottom left quadrant means the ground truth is that the null hypothesis is true and our research 
concluded that there's no evidence to reject the null hypothesis. This is an ideal situation. 

The bottom right quadrant means the ground truth is that the alternative hypothesis is true, yet our 
research concluded that there's no evidence to reject the null hypothesis. We made an incorrect 
statistical decision. This is considered a Type 2 error. 

 


