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in view of ongoing research, changes in government regulations, and the constant flow of information relating to
drug therapy and drug reactions, the reader is urged to check the package insert for each drug for any change in
indications and dosage and for added warnings and precautions. This is particularly important when the recom-
mended agent is a new or infrequently employed drug.

Some drugs and medical devices presented in this publication have Food and Drug Administration (FDA)
clearance for limited use in restricted research settings. It is the responsibility of the healthcare provider to ascer-
tain the FDA status of each drug or device planned for use in their clinical practice.
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tomer service representatives are available from 8:30 am to 6:00 pm, EST.
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The 12th Edition of Wilson and Gisvold’s Textbook of Organic Medicinal and Pharmaceutical
Chemistry is dedicated to the memory of Robert F. Doerge.

Robert F. Doerge
1915-2006

Robert Doerge—pharmacist, medicinal chemist, and educator—experienced the Depression and
served in the Civilian Conservation Corp in Sheridan, AR. Dr. Doerge received his B.S. in phar-
macy in 1943 and his PhD in pharmaceutical chemistry, both from the University of Minnesota in 1949.
The latter was under the direction of Dr. Charles O. Wilson, who, with Dr. Ole Gisvold, started this
well-respected medicinal chemistry textbook. Dr. Doerge began his professional career as an assistant
professor in the University of Texas-Austin School of Pharmacy before becoming a research chemist
with the former Smith Kline and French Laboratories in Philadelphia. Beginning in 1960, he returned
to academia as professor and chair of the pharmaceutical chemistry department in Oregon State
University’s College of Pharmacy. Prior to his retirement as professor emeritus in 1981, he was the
assistant dean.
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We certainly miss this fine gentleman who put the students first and advanced the teaching of me-
dicinal chemistry as a chapter author, coeditor, and editor of the Wilson and Gisvold textbook series.

John H. Block
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PREFACE

iv

For 6 decades, Wilson and Gisvold’s Textbook of Organic Medicinal and Pharmaceutical Chemistry has
been a standard in the literature of medicinal chemistry. Generations of students and faculty have de-
pended on this textbook not only for undergraduate courses in medicinal chemistry but also as a supple-
ment for graduate studies. Moreover, students in other health sciences have found certain chapters use-
ful. The current editors and authors worked on the 12th edition with the objective of continuing the
tradition of a modern textbook for undergraduate students and also for graduate students who need a
general review of medicinal chemistry. Because the chapters include a blend of chemical and pharma-
cological principles necessary for understanding structure—activity relationships and molecular mecha-
nisms of drug action, the book should be useful in supporting courses in medicinal chemistry and in
complementing pharmacology courses.

€© ABOUT THE 12TH EDITION

The 12th edition follows in the footsteps of the 11th edition by reflecting the dynamic changes oc-
curring in medicinal chemistry. With increased knowledge of the disease process and the identi-
fication of the key steps in the biochemical process, the chapters have been updated, expanded,
and reorganized. At the same time, to streamline the presentation of the content, some topics were
combined into existing chapters. For example, Chapter 2, “Drug Design Strategies,” incorporates
material from 11th edition Chapters 2, 3, and 28, and Chapter 3, “Metabolic Changes of Drugs and
Related Organic Compounds,” includes the content from 11th edition Chapter 5, “Prodrugs and
Drug Latentiation.” In addition, with the newer drugs that have entered the pharmaceutical arma-
mentarium since publication of the 11th edition, coverage of the following topics has been ex-
panded in the 12th edition: Central Dopaminergic Signaling Agents (Chapter 13), Anticonvulsants
(Chapter 14), Hormone-Related Disorders: Nonsteroidal Therapies (Chapter 20), Agents Treating
Bone Disorders (Chapter 21), and Anesthetics (Chapter 22).

New features of the 12th edition include a chapter overview at the beginning of each chapter to in-
troduce material to be covered in the chapter and review questions at the end of each chapter to rein-
force concepts learned in the chapter (answers to these questions are available to students on the book’s
companion Web site; see next section).

© ADDITIONAL RESOURCES

Wilson and Gisvold’s Textbook of Organic Medicinal and Pharmaceutical Chemistry, 12th Edition, in-
cludes additional resources for both instructors and students that are available on the book’s companion
Web site at http://www.thePoint.Iww.com/Bealel2e.

Instructors
Approved adopting instructors will be given access to the following additional resources:

 Image bank of all the figures and tables in the book

Students

Students who have purchased Wilson and Gisvold’s Textbook of Organic Medicinal and Pharmaceutical
Chemistry, 12th Edition, have access to the following additional resources:

* The answers to the review questions found in the book

In addition, purchasers of the text can access the searchable Full Text On-line by going to the Wilson
and Gisvold’s Textbook of Organic Medicinal and Pharmaceutical Chemistry, 12th Edition, Web site
at http://www.thePoint.Iww.com/Bealel12e. See the inside front cover of this text for more details,
including the passcode you will need to gain access to the Web site.


http://www.thePoint.lww.com/Beale12e
http://www.thePoint.lww.com/Beale12e
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The editors welcome the new contributors to the 12th edition: Jeffrey J. Christoff, A. Michael Crider,
Carolyn J. Friel, Ronald A. Hill, Shengquan Liu, Matthias C. Lu, Marcello J. Nieto, and Kenneth A.
Witt. The editors extend thanks to all of the authors who have cooperated in the preparation of the cur-
rent edition. Collectively, the authors represent many years of teaching and research experience in me-
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cHAPTER1

Introduction

JOHN M. BEALE, JR. AND JOHN H. BLOCK

The discipline of medicinal chemistry is devoted to the
discovery and development of new agents for treating dis-
eases. Most of this activity is directed to new natural or
synthetic organic compounds. Paralleling the development
of medicinal agents has come a better understanding of the
chemistry of the receptor. The latter has been greatly facil-
itated by low-cost computers running software that calcu-
lates molecular properties and structure and pictures it
using high-resolution graphics. Development of organic
compounds has grown beyond traditional synthetic meth-
ods. It now includes the exciting field of biotechnology
using the cell’s biochemistry to synthesize new com-
pounds. Techniques ranging from recombinant DNA and
site-directed mutagenesis to fusion of cell lines have
greatly broadened the possibilities for new entities that
treat disease. The pharmacist now dispenses modified
human insulins that provide more convenient dosing
schedules, cell-stimulating factors that have changed the
dosing regimens for chemotherapy, humanized monoclonal
antibodies that target specific tissues, and fused receptors
that intercept immune cell-generated cytokines.

This 12th edition of Wilson and Gisvold’s Textbook of
Organic Medicinal and Pharmaceutical Chemistry contin-
ues the philosophy of presenting the scientific basis of me-
dicinal chemistry originally established by Professors
Charles Wilson and Ole Gisvold, describing the many as-
pects of organic medicinals: how they are discovered, how
they act, and how they developed into clinical agents. The
process of establishing a new pharmaceutical is exceedingly
complex and involves the talents of people from various
disciplines, including chemistry, biochemistry, molecular
biology, physiology, pharmacology, pharmaceutics, and
medicine. Medicinal chemistry, itself, is concerned mainly
with the organic, analytical, and biochemical aspects of this
process, but the chemist must interact productively with
those in other disciplines. Thus, medicinal chemistry occu-
pies a strategic position at the interface of chemistry and
biology. All of the principles discussed in this book are
based on fundamental organic chemistry, physical chem-
istry, and biochemistry. To provide an understanding of the
principles of medicinal chemistry, it is necessary to consider
the physicochemical properties used to develop new phar-
macologically active compounds and their mechanisms of
action, the drug’s metabolism, including possible biological
activities of the metabolites, the importance of stereochem-
istry in drug design, and the methods used to determine what
“space” a drug occupies.

The earliest drug discoveries were made by random sam-
pling of higher plants. Some of this sampling, although

based on anecdotal evidence, led to the use of such crude
plant drugs as opium, belladonna, and ephedrine that have
been important for centuries. With the accidental discovery
of penicillin came the screening of microorganisms and the
large number of antibiotics from bacterial and fungal
sources. Many of these antibiotics provided the prototypi-
cal structure that the medicinal chemist modified to obtain
antibacterial drugs with better therapeutic profiles. With
the changes in federal legislation reducing the efficacy re-
quirement for “nutriceutical,” the public increasingly is
using so-called nontraditional or alternative medicinals
that are sold over the counter, many outside of traditional
pharmacy distribution channels. It is important for the
pharmacist and the public to understand the rigor that is
required for prescription-only and Food and Drug
Administration (FDA)-approved nonprescription products
to be approved relative to the nontraditional products. It is
also important for all people in the healthcare field and the
public to realize that whether these nontraditional products
are effective as claimed or not, many of the alternate medi-
cines contain pharmacologically active agents that can po-
tentiate or interfere with physician-prescribed therapy.

Hundreds of thousands of new organic chemicals are pre-
pared annually throughout the world, and many of them are
entered into pharmacological screens to determine whether
they have useful biological activity. This process of random
screening has been considered inefficient, but it has resulted
in the identification of new lead compounds whose struc-
tures have been optimized to produce clinical agents.
Sometimes, a lead develops by careful observation of the
pharmacological behavior of an existing drug. The discov-
ery that amantadine protects and treats early influenza A
came from a general screen for antiviral agents. The use of
amantadine in long-term care facilities showed that it also
could be used to treat parkinsonian disorders. More recently,
automated high-throughput screening systems utilizing cell
culture systems with linked enzyme assays and receptor
molecules derived from gene cloning have greatly increased
the efficiency of random screening. It is now practical to
screen enormous libraries of peptides and nucleic acids ob-
tained from combinatorial chemistry procedures.

Rational design, the opposite approach to high-volume
screening, is also flourishing. Statistical methods based on
the correlation of physicochemical properties with biological
potency are used to explain and optimize biological activity.
Significant advances in x-ray crystallography and nuclear
magnetic resonance have made it possible to obtain detailed
representations of enzymes and other drug receptors.
The techniques of molecular graphics and computational
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chemistry have provided novel chemical structures that
have led to new drugs with potent medicinal activities.
Development of human immunodeficiency virus (HIV) pro-
tease inhibitors and angiotensin-converting enzyme (ACE)
inhibitors came from an understanding of the geometry and
chemical character of the respective enzyme’s active site.
Even if the receptor structure is not known in detail, rational
approaches based on the physicochemical properties of lead
compounds can provide new drugs. For example, the devel-
opment of cimetidine involved a careful study of the changes

in antagonism of H,-histamine receptors induced by varying
the physical properties of structures based on histamine.

As you proceed through the chapters, think of what prob-
lem the medicinal chemist is trying to solve. Why were cer-
tain structures selected? What modifications were made to
produce more focused activity or reduce adverse reactions or
produce better pharmaceutical properties? Was the prototypi-
cal molecule discovered from random screens, or did the me-
dicinal chemist have a structural concept of the receptor or an
understanding of the disease process that must be interrupted?
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CHAPTER OVERVIEW

Modern drug design as compared with the classical
approach—Iet’s make a change on an existing compound or
synthesize a new structure and see what happens—
continues to evolve rapidly as an approach to solving a drug
design problem. The combination of increasing power and
decreasing cost of desktop computing has had a major im-
pact on solving drug design problems. Although drug design
increasingly is based on modern computational chemical
techniques, it also uses sophisticated knowledge of disease
mechanisms and receptor properties. A good understanding
of how the drug is transported into the body, distributed
throughout the body compartments, metabolically altered by
the liver and other organs, and excreted from the patient is
required, along with the structural characteristics of the
receptor. Acid—base chemistry is used to aid in formulation
and biodistribution. Structural attributes and substituent pat-
terns responsible for optimum pharmacological activity can
often be predicted by statistical techniques such as re-
gression analysis. Computerized conformational analysis
permits the medicinal chemist to predict the drug’s three-
dimensional (3D) shape that is seen by the receptor. With
the isolation and structural determination of specific recep-
tors and the availability of computer software that can esti-
mate the 3D shape of the receptor, it is possible to design
molecules that will show an optimum fit to the receptor.

© DRUG DISTRIBUTION

A drug is a chemical molecule. Following introduction into
the body, a drug must pass through many barriers, survive al-
ternate sites of attachment and storage, and avoid significant
metabolic destruction before it reaches the site of action,
usually a receptor on or in a cell (Fig. 2.1). At the receptor,
the following equilibrium (Rx. 2.1) usually holds:

Drug + Receptor === Drug-Receptor Complex

Pharmacologic Response
(Rx. 2.1)

The ideal drug molecule will show favorable binding
characteristics to the receptor, and the equilibrium will lie

to the right. At the same time, the drug will be expected to
dissociate from the receptor and reenter the systemic circu-
lation to be excreted. Major exceptions include the alkylat-
ing agents used in cancer chemotherapy (see Chapter 10),
a few inhibitors of the enzyme acetylcholinesterase (see
Chapter 17), suicide inhibitors of monoamine oxidase
(see Chapter 16), and the aromatase inhibitors 4-hydrox-
yandrostenedione and exemestane (see Chapter 25). These
pharmacological agents form covalent bonds with the re-
ceptor, usually an enzyme’s active site. In these cases, the
cell must destroy the receptor or enzyme, or, in the case of
the alkylating agents, the cell would be replaced, ideally
with a normal cell. In other words, the usual use of drugs
in medical treatment calls for the drug’s effect to last for a
finite period of time. Then, if it is to be repeated, the drug
will be administered again. If the patient does not tolerate
the drug well, it is even more important that the agent dis-
sociate from the receptor and be excreted from the body.

Oral Administration

An examination of the obstacle course (Fig. 2.1) faced by
the drug will give a better understanding of what is involved
in developing a commercially feasible product. Assume that
the drug is administered orally. The drug must go into solu-
tion to pass through the gastrointestinal mucosa. Even drugs
administered as true solutions may not remain in solution as
they enter the acidic stomach and then pass into the alkaline
intestinal tract. (This is explained further in the discussion
on acid—base chemistry.) The ability of the drug to dissolve
is governed by several factors, including its chemical struc-
ture, variation in particle size and particle surface area, na-
ture of the crystal form, type of tablet coating, and type of
tablet matrix. By varying the dosage form and physical char-
acteristics of the drug, it is possible to have a drug dissolve
quickly or slowly, with the latter being the situation for
many of the sustained-action products. An example is orally
administered sodium phenytoin, with which variation of
both the crystal form and tablet adjuvants can significantly
alter the bioavailability of this drug widely used in the treat-
ment of epilepsy.

Chemical modification is also used to a limited extent to
facilitate a drug reaching its desired target (see Chapter 3).
An example is olsalazine, used in the treatment of ulcera-
tive colitis. This drug is a dimer of the pharmacologically
active mesalamine (5-aminosalicylic acid). The latter is
not effective orally because it is metabolized to inactive
forms before reaching the colon. The dimeric form passes
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Figure 2.1 ® Summary of drug distribution.

through a significant portion of the intestinal tract before
being cleaved by the intestinal bacteria to two equivalents
of mesalamine.

HOOC COOH
HO N=N H
Olsalazine

HOOC
HO NH,

Mesalamine

As illustrated by olsalazine, any compound passing
through the gastrointestinal tract will encounter a large num-
ber and variety of digestive and bacterial enzymes, which, in
theory, can degrade the drug molecule. In practice, a new
drug entity under investigation will likely be dropped from
further consideration if it cannot survive in the intestinal
tract or its oral bioavailability is low, necessitating par-
enteral dosage forms only. An exception would be a drug for
which there is no effective alternative or which is more ef-
fective than existing products and can be administered by an
alternate route, including parenteral, buccal, or transdermal.

In contrast, these same digestive enzymes can be used
to advantage. Chloramphenicol is water soluble enough

(2.5 mg/mL) to come in contact with the taste receptors on
the tongue, producing an unpalatable bitterness. To mask
this intense bitter taste, the palmitic acid moiety is added as
an ester of chloramphenicol’s primary alcohol. This reduces
the parent drug’s water solubility (1.05 mg/mL), enough so
that it can be formulated as a suspension that passes over the
bitter taste receptors on the tongue. Once in the intestinal
tract, the ester linkage is hydrolyzed by the digestive es-
terases to the active antibiotic chloramphenicol and the very
common dietary fatty acid palmitic acid.

o
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Chloramphenicol: R =H

Chloramphenicol Palmitate: R = CO(CH;)4CH3

Olsalazine and chloramphenicol palmitate are examples
of prodrugs. Most prodrugs are compounds that are inactive
in their native form but are easily metabolized to the active
agent. Olsalazine and chloramphenicol palmitate are exam-
ples of prodrugs that are cleaved to smaller compounds, one
of which is the active drug. Others are metabolic precursors
to the active form. An example of this type of prodrug is
menadione, a simple naphthoquinone that is converted in the
liver to phytonadione (vitamin Kj0)).
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Occasionally, the prodrug approach is used to enhance
the absorption of a drug that is poorly absorbed from the
gastrointestinal tract. Enalapril is the ethyl ester of
enalaprilic acid, an active inhibitor of angiotensin-
converting enzyme (ACE). The ester prodrug is much
more readily absorbed orally than the pharmacologically
active carboxylic acid.

Enalapril: R = CyHjg

Enalaprilic Acid: R =H

Unless the drug is intended to act locally in the gas-
trointestinal tract, it will have to pass through the gastroin-
testinal mucosal barrier into venous circulation to reach
the site of the receptor. The drug’s route involves distribu-
tion or partitioning between the aqueous environment of
the gastrointestinal tract, the lipid bilayer cell membrane of
the mucosal cells, possibly the aqueous interior of the mu-
cosal cells, the lipid bilayer membranes on the venous side
of the gastrointestinal tract, and the aqueous environment
of venous circulation. Some very lipid-soluble drugs may
follow the route of dietary lipids by becoming part of the
mixed micelles, incorporating into the chylomicrons in the
mucosal cells into the lymph ducts, servicing the intes-
tines, and finally entering venous circulation via the tho-
racic duct.

The drug’s passage through the mucosal cells can be
passive or active. As is discussed later in this chapter,
the lipid membranes are very complex with a highly or-
dered structure. Part of this membrane is a series of chan-
nels or tunnels that form, disappear, and reform. There
are receptors that move compounds into the cell by a
process called pinocytosis. Drugs that resemble a normal
metabolic precursor or intermediate may be actively trans-
ported into the cell by the same system that transports the
endogenous compound. On the other hand, most drug
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molecules are too large to enter the cell by an active
transport mechanism through the passages. The latter,
many times, pass into the patient’s circulatory system by
passive diffusion.

Parenteral Administration

Many times, there will be therapeutic advantages in bypass-
ing the intestinal barrier by using parenteral (injectable)
dosage forms. This is common in patients who, because of
illness, cannot tolerate or are incapable of accepting drugs
orally. Some drugs are so rapidly and completely metabo-
lized to inactive products in the liver (first-pass effect) that
oral administration is precluded. But that does not mean
that the drug administered by injection is not confronted by
obstacles (Fig. 2.1). Intravenous administration places the
drug directly into the circulatory system, where it will be
rapidly distributed throughout the body, including tissue
depots and the liver, where most biotransformations occur
(see later in this chapter), in addition to the receptors.
Subcutaneous and intramuscular injections slow distribu-
tion of the drug, because it must diffuse from the site of in-
jection into systemic circulation.

It is possible to inject the drug directly into specific or-
gans or areas of the body. Intraspinal and intracerebral
routes will place the drug directly into the spinal fluid or
brain, respectively. This bypasses a specialized epithelial
tissue, the blood-brain barrier, which protects the brain from
exposure to a large number of metabolites and chemicals.
The blood-brain barrier is composed of membranes of
tightly joined epithelial cells lining the cerebral capillaries.
The net result is that the brain is not exposed to the same va-
riety of compounds that other organs are. Local anesthetics
are examples of administration of a drug directly onto the
desired nerve. A spinal block is a form of anesthesia per-
formed by injecting a local anesthetic directly into the spinal
cord at a specific location to block transmission along spe-
cific neurons.

Most of the injections a patient will experience in a life-
time will be subcutaneous or intramuscular. These par-
enteral routes produce a depot in the tissues (Fig. 2.1), from
which the drug must reach the blood or lymph. Once in sys-
temic circulation, the drug will undergo the same distribu-
tive phenomena as orally and intravenously administered
agents before reaching the target receptor. In general, the
same factors that control the drug’s passage through the gas-
trointestinal mucosa will also determine the rate of move-
ment out of the tissue depot.

The prodrug approach described previously can also be
used to alter the solubility characteristics, which, in turn,
can increase the flexibility in formulating dosage forms.
The solubility of methylprednisolone can be altered from
essentially water-insoluble methylprednisolone acetate to
slightly water-insoluble methylprednisolone to water-soluble
methylprednisolone sodium succinate. The water-soluble
sodium hemisuccinate salt is used in oral, intravenous, and
intramuscular dosage forms. Methylprednisolone itself is
normally found in tablets. The acetate ester is found in topi-
cal ointments and sterile aqueous suspensions for intramus-
cular injection. Both the succinate and acetate esters are
hydrolyzed to the active methylprednisolone by the patient’s
own systemic hydrolytic enzymes (esterases).
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Methylprednisolone: R =H
Methylprednisolone Acetate: R = C(=O)CHj;
Methylprednisolone Sodium Succinate: R = C(=0)CH,CH,COO" Na*

Another example of how prodrug design can significantly
alter biodistribution and biological half-life is illustrated by
two drugs based on the retinoic acid structure used systemi-
cally to treat psoriasis, a nonmalignant hyperplasia. Etretinate
has a 120-day terminal half-life after 6 months of therapy. In
contrast, the active metabolite, acitretin, has a 33- to 96-hour
terminal half-life. Both drugs are potentially teratogenic.
Women of childbearing age must sign statements that they
are aware of the risks and usually are administered a preg-
nancy test before a prescription is issued. Acitretin, with its
shorter half-life, is recommended for a woman who would
like to become pregnant, because it can clear her body within
a reasonable time frame. When effective, etretinate can keep
a patient clear of psoriasis lesions for several months.

Protein Binding

Once the drug enters the systemic circulation (Fig. 2.1), it
can undergo several events. It may stay in solution, but
many drugs will be bound to the serum proteins, usually al-
bumin (Rx. 2.2). Thus, a new equilibrium must be consid-
ered. Depending on the equilibrium constant, the drug can
remain in systemic circulation bound to albumin for a con-
siderable period and not be available to the sites of biotrans-
formation, the pharmacological receptors, and excretion.

Drug + Albumin === Drug-Albumin Complex (Rx. 2.2)

Protein binding can have a profound effect on the drug’s
effective solubility, biodistribution, half-life in the body,
and interaction with other drugs. A drug with such poor
water solubility that therapeutic concentrations of the un-
bound (active) drug normally cannot be maintained still can
be a very effective agent. The albumin—drug complex acts as
a reservoir by providing large enough concentrations of free
drug to cause a pharmacological response at the receptor.

Protein binding may also limit access to certain body
compartments. The placenta is able to block passage of pro-
teins from maternal to fetal circulation. Thus, drugs that nor-
mally would be expected to cross the placental barrier and
possibly harm the fetus are retained in the maternal circula-
tion, bound to the mother’s serum proteins.

Protein binding also can prolong the drug’s duration of ac-
tion. The drug—protein complex is too large to pass through
the renal glomerular membranes, preventing rapid excretion
of the drug. Protein binding limits the amount of drug avail-
able for biotransformation (see later in this chapter and
Chapter 3) and for interaction with specific receptor sites. For
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example, the large, polar trypanocide suramin remains in the
body in the protein-bound form for as long as 3 months (¢,
= 50 days). The maintenance dose for this drug is based on
weekly administration. At first, this might seem to be an ad-
vantage to the patient. It can be, but it also means that, should
the patient have serious adverse reactions, a significant length
of time will be required before the concentration of drug falls
below toxic levels.

The drug—protein binding phenomenon can lead to some
clinically significant drug—drug interactions that result when
one drug displaces another from the binding site on albumin.
A large number of drugs can displace the anticoagulant war-
farin from its albumin-binding sites. This increases the ef-
fective concentration of warfarin at the receptor, leading to
an increased prothrombin time (increased time for clot for-
mation) and potential hemorrhage.

Tissue Depots

The drug can also be stored in tissue depots. Neutral fat con-
stitutes some 20% to 50% of body weight and constitutes a
depot of considerable importance. The more lipophilic the
drug, the more likely it will concentrate in these pharmaco-
logically inert depots. The ultra—short-acting, lipophilic bar-
biturate thiopental’s concentration rapidly decreases below
its effective concentration following administration. It dis-
appears into tissue protein, redistributes into body fat, and
then slowly diffuses back out of the tissue depots but in con-
centrations too low for a pharmacological response. Thus,
only the initially administered thiopental is present in high
enough concentrations to combine with its receptors. The re-
maining thiopental diffuses out of the tissue depots into sys-
temic circulation in concentrations too small to be effective
(Fig. 2.1), is metabolized in the liver, and is excreted.

In general, structural changes in the barbiturate series
(see Chapter 12) that favor partitioning into the lipid tissue
stores decrease duration of action but increase central ner-
vous system (CNS) depression. Conversely, the barbiturates
with the slowest onset of action and longest duration of ac-
tion contain the more polar side chains. This latter group of
barbiturates both enters and leaves the CNS more slowly
than the more lipophilic thiopental.

Drug Metabolism

All substances in the circulatory system, including drugs,
metabolites, and nutrients, will pass through the liver.
Most molecules absorbed from the gastrointestinal tract
enter the portal vein and are initially transported to the
liver. A significant proportion of a drug will partition or be

transported into the hepatocyte, where it may be metabo-
lized by hepatic enzymes to inactive chemicals during the
initial trip through the liver, by what is known as the first-
pass effect (see Chapter 3).

Lidocaine is a classic example of the significance of the
first-pass effect. Over 60% of this local anesthetic antiar-
rhythmic agent is metabolized during its initial passage
through the liver, resulting in it being impractical to admin-
ister orally. When used for cardiac arrhythmias, it is admin-
istered intravenously. This rapid metabolism of lidocaine is
used to advantage when stabilizing a patient with cardiac
arrhythmias. Should too much lidocaine be administered
intravenously, toxic responses will tend to decrease be-
cause of rapid biotransformation to inactive metabolites.
An understanding of the metabolic labile site on lidocaine
led to the development of the primary amine analog
tocainide. In contrast to lidocaine’s half-life of less than
2 hours, tocainide’s half-life is approximately 15 hours,
with 40% of the drug excreted unchanged. The develop-
ment of orally active antiarrhythmic agents is discussed in
more detail in Chapter 19.
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A study of the metabolic fate of a drug is required for all
new drug products. Often it is found that the metabolites are
also active. Sometimes the metabolite is the pharmaco-
logically active molecule. These drug metabolites can pro-
vide leads for additional investigations of potentially new
products. Examples of an inactive parent drug that is con-
verted to an active metabolite include the nonsteroidal anti-
inflammatory agent sulindac being reduced to the active
sulfide metabolite, the immunosuppressant azathioprine
being cleaved to the purine antimetabolite 6-mercaptopurine,
and purine and pyrimidine antimetabolites and antiviral
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agents being conjugated to their nucleotide form (acyclovir
phosphorylated to acyclovir triphosphate). Often both the
parent drug and its metabolite are active, which has led to ad-
ditional commercial products, instead of just one being mar-
keted. About 75% to 80% of phenacetin (now withdrawn
from the U.S. market) is converted to acetaminophen. In the
tricyclic antidepressant series (see Chapter 12), imipramine
and amitriptyline are N-demethylated to desipramine and
nortriptyline, respectively. All four compounds have been
marketed in the United States. Drug metabolism is discussed
more fully in Chapter 3.
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Although a drug’s metabolism can be a source of frustra-
tion for the medicinal chemist, pharmacist, and physician
and lead to inconvenience and compliance problems with
the patient, it is fortunate that the body has the ability to me-
tabolize foreign molecules (xenobiotics). Otherwise, many
of these substances could remain in the body for years. This
has been the complaint against certain lipophilic chemical
pollutants, including the once very popular insecticide
dichlorodiphenyltrichloroethane (DDT). After entering the
body, these chemicals reside in body tissues, slowly diffus-
ing out of the depots and potentially harming the individual
on a chronic basis for several years. They can also reside in
tissues of commercial food animals that have been slaugh-
tered before the drug has washed out of the body.

Excretion

The main route of excretion of a drug and its metabolites is
through the kidney. For some drugs, enterohepatic circula-
tion (Fig. 2.1), in which the drug reenters the intestinal tract
from the liver through the bile duct, can be an important part
of the agent’s distribution in the body and route of excretion.
Either the drug or drug metabolite can reenter systemic cir-
culation by passing once again through the intestinal mu-
cosa. A portion of either also may be excreted in the feces.
Nursing mothers must be concerned, because drugs and
their metabolites can be excreted in human milk and be in-
gested by the nursing infant.

One should keep a sense of perspective when learning
about drug metabolism. As explained in Chapter 3, drug me-
tabolism can be conceptualized as occurring in two stages or
phases. Intermediate metabolites that are pharmacologically
active usually are produced by phase I reactions. The prod-
ucts from the phase I chemistry are converted into inactive,
usually water-soluble end products by phase II reactions.
The latter, commonly called conjugation reactions, can be
thought of as synthetic reactions that involve addition of
water-soluble substituents. In human drug metabolism, the
main conjugation reactions add glucuronic acid, sulfate, or
glutathione. Obviously, drugs that are bound to serum pro-
tein or show favorable partitioning into tissue depots are
going to be metabolized and excreted more slowly for the
reasons discussed previously.

This does not mean that drugs that remain in the body for
longer periods of time can be administered in lower doses or
be taken fewer times per day by the patient. Several vari-
ables determine dosing regimens, of which the affinity of
the drug for the receptor is crucial. Reexamine Reaction 2.1
and Figure 2.1. If the equilibrium does not favor formation
of the drug—receptor complex, higher and usually more fre-
quent doses must be administered. Further, if partitioning
into tissue stores or metabolic degradation and/or excretion
is favored, it will take more of the drug and usually more
frequent administration to maintain therapeutic concentra-
tions at the receptor.

The Receptor

With the possible exception of general anesthetics (see
Chapter 22), the working model for a pharmacological re-
sponse consists of a drug binding to a specific receptor.
Many drug receptors are the same as those used by endoge-
nously produced ligands. Cholinergic agents interact with
the same receptors as the neurotransmitter acetylcholine.



Synthetic corticosteroids bind to the same receptors as cor-
tisone and hydrocortisone. Often, receptors for the same li-
gand are found in various tissues throughout the body. The
nonsteroidal anti-inflammatory agents (see Chapter 26) in-
hibit the prostaglandin-forming enzyme cyclooxygenase,
which is found in nearly every tissue. This class of drugs has
a long list of side effects with many patient complaints. Note
in Figure 2.1 that, depending on which receptors contain
bound drug, there may be desired or undesired effects. This
is because various receptors with similar structural require-
ments are found in several organs and tissues. Thus, the
nonsteroidal anti-inflammatory drugs combine with the
desired cyclooxygenase receptors at the site of the inflam-
mation and the undesired cyclooxygenase receptors in the
gastrointestinal mucosa, causing severe discomfort and
sometimes ulceration. One of the second-generation antihis-
tamines, fexofenadine, is claimed to cause less sedation be-
cause it does not readily penetrate the blood-brain barrier.
The rationale is that less of this antihistamine is available for
the receptors in the CNS, which are responsible for the se-
dation response characteristic of antihistamines. In contrast,
some antihistamines are used for their CNS depressant ac-
tivity because a significant proportion of the administered
dose is crossing the blood-brain barrier relative to binding to
the histamine H; receptors in the periphery.

Although it is normal to think of side effects as undesir-
able, they sometimes can be beneficial and lead to new
products. The successful development of oral hypoglycemic
agents used in the treatment of diabetes began when it was
found that certain sulfonamides had a hypoglycemic effect.
Nevertheless, a real problem in drug therapy is patient com-
pliance in taking the drug as directed. Drugs that cause seri-
ous problems and discomfort tend to be avoided by patients.

At this point, let us assume that the drug has entered the
systemic circulation (Fig. 2.1), passed through the lipid bar-
riers, and is now going to make contact with the receptor. As
illustrated in Reaction 2.1, this is an equilibrium process. A
good ability to fit the receptor favors binding and the desired
pharmacological response. In contrast, a poor fit favors the
reverse reaction. With only a small amount of drug bound to
the receptor, there will be a much smaller pharmacological
effect. If the amount of drug bound to the receptor is too
small, there may be no discernible response. Many variables
contribute to a drug’s binding to the receptor. These include
the structural class, the 3D shape of the molecule, and the
types of chemical bonding involved in the binding of the
drug to the receptor.

Most drugs that belong to the same pharmacological
class have certain structural features in common. The bar-
biturates act on specific CNS receptors, causing depressant
effects; hydantoins act on CNS receptors, producing an
anticonvulsant response; benzodiazepines combine with the
y-aminobutyric acid (GABA) receptors, with resulting
anxiolytic activity; steroids can be divided into such classes
as corticosteroids, anabolic steroids, progestogens, and es-
trogens, each acting on specific receptors; nonsteroidal anti-
inflammatory agents inhibit enzymes required for the
prostaglandin cascade; penicillins and cephalosporins in-
hibit enzymes required to construct the bacterial cell wall;
and tetracyclines act on bacterial ribosomes.

With the isolation and characterization of receptors be-
coming a common occurrence, it is hard to realize that the
concept of receptors began as a postulate. It had been realized
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early that molecules with certain structural features would
elucidate a specific biological response. Very slight changes
in structure could cause significant changes in biological ac-
tivity. These structural variations could increase or decrease
activity or change an agonist into an antagonist. This early
and fundamentally correct interpretation called for the drug
(ligand) to fit onto some surface (the receptor) that had fairly
strict structural requirements for proper binding of the drug.
The initial receptor model was based on a rigid lock-and-key
concept, with the drug (key) fitting into a receptor (lock). It
has been used to explain why certain structural attributes pro-
duce a predictable pharmacological action. This model still is
useful, although one must realize that both the drug and the
receptor can have considerable flexibility. Molecular graph-
ics, using programs that calculate the preferred conformations
of drug and receptor, show that the receptor can undergo an
adjustment in 3D structure when the drug makes contact.
Using space-age language, the drug docks with the receptor.

More complex receptors now are being isolated, char-
acterized, and cloned. The first receptors to be isolated and
characterized were the reactive and regulatory sites on
enzymes. Acetylcholinesterase, dihydrofolate reductase, an-
giotensin, and human immunodeficiency virus (HIV)
protease-converting enzyme are examples of enzymes whose
active sites (the receptors) have been modeled. Most drug re-
ceptors probably are receptors for natural ligands used to reg-
ulate cellular biochemistry and function and to communicate
between cells. Receptors include a relatively small region of
a macromolecule, which may be an isolatable enzyme, a
structural and functional component of a cell membrane, or a
specific intracellular substance such as a protein or nucleic
acid. Specific regions of these macromolecules are visual-
ized as being oriented in space in a manner that permits their
functional groups to interact with the complementary func-
tional groups of the drug. This interaction initiates changes in
structure and function of the macromolecule, which lead ul-
timately to the observable biological response. The concept
of spatially oriented functional areas forming a receptor leads
directly to specific structural requirements for functional
groups of a drug, which must complement the receptor.

It now is possible to isolate membrane-bound receptors,
although it still is difficult to elucidate their structural chem-
istry, because once separated from the cell membranes,
these receptors may lose their native shape. This is because
the membrane is required to hold the receptor in its correct
tertiary structure. One method of receptor isolation is affin-
ity chromatography. In this technique, a ligand, often an al-
tered drug molecule known to combine with the receptor, is
attached to a chromatographic support phase. A solution
containing the desired receptor is passed over this column.
The receptor will combine with the ligand. It is common to
add a chemically reactive grouping to the drug, resulting in
the receptor and drug covalently binding with each other.
The drug-receptor complex is washed from the column and
then characterized further.

A more recent technique uses recombinant DNA. The
gene for the receptor is located and cloned. It is transferred
into a bacterium, yeast, or animal, which then produces the
receptor in large enough quantities to permit further study.
Sometimes it is possible to determine the DNA sequence of
the cloned gene. By using the genetic code for amino acids,
the amino acid sequence of the protein component of the
receptor can be determined, and the receptor then modeled,
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producing an estimated 3D shape. The model for the recep-
tor becomes the template for designing new ligands.
Genome mapping has greatly increased the information on
receptors. Besides the human genome, the genetic composi-
tion of viruses, bacteria, fungi, and parasites has increased
the possible sites for drugs to act. The new field of pro-
teomics studies the proteins produced by structural genes.

The earlier discussion in this chapter emphasizes that the
cell membrane is a highly organized, dynamic structure that
interacts with small molecules in specific ways; its focus is
on the lipid bilayer component of this complex structure.
The receptor components of the membranes appear to be
mainly protein. They constitute a highly organized, inter-
twined region of the cell membrane. The same type of mo-
lecular specificity seen in such proteins as enzymes and
antibodies is also a property of drug receptors. The nature of
the amide link in proteins provides a unique opportunity for
the formation of multiple internal hydrogen bonds, as well
as internal formation of hydrophobic, van der Waals, and
ionic bonds by side chain groups, leading to such organized
structures as the a-helix, which contains about four amino
acid residues for each turn of the helix. An organized pro-
tein structure would hold the amino acid side chains at rel-
atively fixed positions in space and available for specific
interactions with a small molecule.

Proteins can potentially adopt many different conforma-
tions in space without breaking their covalent amide
linkages. They may shift from highly coiled structures to par-
tially disorganized structures, with parts of the molecule ex-
isting in random chain or folded sheet structures, contingent
on the environment. In the monolayer of a cell membrane,
the interaction of a small foreign molecule with an organized
protein may lead to a significant change in the structural and
physical properties of the membrane. Such changes could
well be the initiating events in the tissue or organ response to
a drug, such as the ion-translocation effects produced by in-
teraction of acetylcholine and the cholinergic receptor.

The large body of information now available on relation-
ships between chemical structure and biological activity
strongly supports the concept of flexible receptors. The fit of
drugs onto or into macromolecules is rarely an all-or-none

N
/
CH,
\CH
/
O,

2

OH

HO

Raloxifene

process as pictured by the earlier lock-and-key concept of a
receptor. Rather, the binding or partial insertion of groups of
moderate size onto or into a macromolecular pouch appears
to be a continuous process, at least over a limited range, as
indicated by the frequently occurring regular increase and
decrease in biological activity as one ascends a homologous
series of drugs. A range of productive associations between
drug and receptor may be pictured, which leads to agonist
responses, such as those produced by cholinergic and adren-
ergic drugs. Similarly, strong associations may lead to
unproductive changes in the configuration of the macromol-
ecule, leading to an antagonistic or blocking response, such
as that produced by anticholinergic agents and HIV protease
inhibitors. Although the fundamental structural unit of the
drug receptor is generally considered to be protein, it may be
supplemented by its associations with other units, such as
mucopolysaccharides and nucleic acids.

Humans (and mammals in general) are very complex or-
ganisms that have developed specialized organ systems. It is
not surprising that receptors are not distributed equally
throughout the body. It now is realized that, depending on the
organ in which it is located, the same receptor class may be-
have differently. This can be advantageous by focusing drug
therapy on a specific organ system, but it can also cause
adverse drug responses because the drug is exerting two dif-
ferent responses based on the location of the receptors. An ex-
ample is the selective estrogen receptor modulators (SERMs).
They cannot be classified simply as agonists or antagonists.
Rather, they can be considered variable agonists and antago-
nists. Their selectivity is very complex because it depends on
the organ in which the receptor is located.

This complexity can be illustrated with tamoxifen and
raloxifene (Fig. 2.2). Tamoxifen is used for estrogen-sensitive
breast cancer and for reducing bone loss from osteoporosis.
Unfortunately, prolonged treatment increases the risk of en-
dometrial cancer because of the response from the uterine es-
trogen receptors. Thus, tamoxifen is an estrogen antagonist in
the mammary gland and an agonist in the uterus and bone. In
contrast, raloxifene does not appear to have much agonist
property in the uterus but, like tamoxifen, is an antagonist in
the breast and agonist in the bone.

C
\C

CH,
CHs

Tamoxifen Figure 2.2 ® Selective SERMs.



Chapter 2 @ Drug Design Strategies 11

CHs o) CHy GHa CHs
b / CH,
2\0 N N\ ~o N —
N
| 1 Va | Ne/
N '~
H
H
CH2
CH,
/ Hzc/
CH, \
\ 0=—=8=—=0 CHj
0=—=S=—o0 CHs
N N
Vardenafil
Sildenafil
N
N
CH
CH3 H3C / 2

Figure 2.3 ® Examples of phosphodiesterase
type 5 inhibitors.

There are a wide variety of phosphodiesterases through-
out the body. These enzymes hydrolyze the cyclic phosphate
esters of adenosine monophosphate (cAMP) and guanosine
monophosphate (cGMP). Although the substrates for this
family of enzymes are cAMP and cGMP, there are differ-
ences in the active sites. Figure 2.3 illustrates three drugs
used to treat erectile dysfunction (sildenafil, tadalafil, and
vardenafil). These three take advantage of the differences in
active site structural requirements between phosphodi-
esterase type 5 and the other phosphodiesterases. They have
an important role in maintaining a desired lifestyle: treatment
of erectile dysfunction caused by various medical conditions.
The drugs approved for this indication were discovered by
accident. The goal was to develop a newer treatment of
angina. The approach was to develop phosphodiesterase in-
hibitors that would prolong the activity of cGMP. The end
result was drugs that were not effective inhibitors of the
phosphodiesterase that would treat angina, but were effective
inhibitors of the one found in the corpus cavernosum. The
vasodilation in this organ results in penile erection.

Summary

One of the goals is to design drugs that will interact with re-
ceptors at specific tissues. There are several ways to do this,
including (a) altering the molecule, which, in turn, can change
the biodistribution; (b) searching for structures that show in-

Tadalafil

creased specificity for the target receptor that will produce the
desired pharmacological response while decreasing the affin-
ity for undesired receptors that produce adverse responses;
and (c) the still experimental approach of attaching the drug
to a monoclonal antibody (see Chapter 5) that will bind to a
specific tissue antigenic for the antibody. Biodistribution can
be altered by changing the drug’s solubility, enhancing its
ability to resist being metabolized (usually in the liver), alter-
ing the formulation or physical characteristics of the drug, and
changing the route of administration. If a drug molecule can
be designed so that its binding to the desired receptor is en-
hanced relative to the undesired receptor and biodistribution
remains favorable, smaller doses of the drug can be adminis-
tered. This, in turn, reduces the amount of drug available for
binding to those receptors responsible for its adverse effects.

The medicinal chemist is confronted with several chal-
lenges in designing a bioactive molecule. A good fit to a
specific receptor is desirable, but the drug would normally
be expected to dissociate from the receptor eventually. The
specificity for the receptor would minimize side effects. The
drug would be expected to clear the body within a reason-
able time. Its rate of metabolic degradation should allow
reasonable dosing schedules and, ideally, oral administra-
tion. Many times, the drug chosen for commercial sales has
been selected from hundreds of compounds that have been
screened. It usually is a compromise product that meets a
medical need while demonstrating good patient acceptance.
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© ACID-BASE PROPERTIES

Most drugs used today can be classified as acids or bases.
As is noted shortly, a large number of drugs can behave
as either acids or bases as they begin their journey into
the patient in different dosage forms and end up in systemic
circulation. A drug’s acid—base properties can greatly influ-
ence its biodistribution and partitioning characteristics.

Over the years, at least four major definitions of acids
and bases have been developed. The model commonly used
in pharmacy and biochemistry was developed independently
by Lowry and Brgnsted. In their definition, an acid is
defined as a proton donor and a base is defined as a proton
acceptor. Notice that for a base, there is no mention of the
hydroxide ion. In the Brgnsted-Lowry model, the acid plus
base reaction can be expressed as:

Acid + Base === Conjuate Acid + Conjugate Base

(Rx. 2.3)

Acid/Base-Conjugate Acid/Conjugate
Base Pairs

Representative pairings of acids with their conjugate
bases and bases with their conjugate acids are shown in
Table 2.1. Careful study of this table shows water func-
tioning as a proton acceptor (base) in reactions 4, c, e, g,
i, k, and m and a proton donor (base) in reactions b, d, f,
h, j, I, and n. Hence, water is known as an amphoteric
substance. Water can be either a weak base accepting a
proton to form the strongly acidic hydrated proton or hy-
dronium ion H;0™ (reactions a, c, e, g, I, k, and m), or a
weak acid donating a proton to form the strongly basic
(proton accepting) hydroxide anion OH™ (reactions b, d,
f. h, j, [, and n).

Also note the shift between un-ionized and ionized forms
in Table 2.1. Examples of un-ionized acids donating their
protons forming ionized conjugate bases are acetic acid-
acetate (reaction g), phenobarbital-phenobarbiturate (reac-
tion i), and saccharin-saccharate (reaction k). In contrast,
examples of ionized acids yielding un-ionized conjugate
bases are ammonium chloride-ammonia (reaction ¢) and
ephedrine hydrochloride (reaction m). A similar shift be-
tween un-ionized and ionized forms is seen with bases and
their conjugate acids. Examples of un-ionized bases yield-
ing their ionized conjugate acids include ammonia and
ammonium (reaction f) and ephedrine and protonated
ephedrine (reaction n). Whereas examples of ionized bases
yielding un-ionized conjugate acids are acetate forming
acetic acid (reaction /), phenobarbiturate yielding pheno-
barbital (reaction j), and saccharate yielding saccharin (reac-
tion /). Complicated as it may seem at first, conjugate acids
and conjugate bases are nothing more than the products of
an acid-base reaction. In other words, they appear to the
right of the reaction arrows.

Representative examples of pharmaceutically important
acidic drugs are listed in Table 2.1. Each acid, or proton
donor, yields a conjugate base. The latter is the product after
the proton is lost from the acid. Conjugate bases range from
the chloride ion (reaction a), which does not accept a proton
in aqueous media, to ephedrine (reaction /), which is an ex-
cellent proton acceptor.

Acid Strength

While any acid-base reaction can be written as an equilib-
rium reaction, an attempt has been made in Table 2.1 to
indicate which sequences are unidirectional or show only a
small reversal. For hydrochloric acid (reaction a), the conju-
gate base, C17, is such a weak base that it essentially does
not function as a proton acceptor. In a similar manner, water
is such a weak conjugate acid that there is little reverse re-
action involving water donating a proton to the hydroxide
anion of sodium hydroxide (reaction b).

Two logical questions to ask at this point are how one
predicts in which direction an acid—base reaction lies and to
what extent the reaction goes to completion. The common
physical chemical measurement that contains this informa-
tion is known as the pK,. The pK, is the negative logarithm
of the modified equilibrium constant, K, (Eq. 2.1), for an
acid-base reaction written so that water is the base or proton
acceptor (reactions a, c, e, g, i, k, m, Table 2.1).

_ [conj. acid][conj. base]

Ka acid

(Eq. 2.1)

Equation 2.1 is based on Rx. 2.3. The square brackets
indicate molar concentrations. Because the molar concentra-
tion of water (the base in these acid-base reactions) is consid-
ered constant in the dilute solutions used in pharmacy and
medicine, it is incorporated into the K,. Rewriting Equation
2.1 by taking the negative logarithm of the K,, results in the
familiar Henderson-Hasselbalch equation (Eq. 2.2).

[conj. base]

pH = pK, + log [acid]

(Eq. 2.2)

Warning! It is important to recognize that a pK, for a
base is in reality the pK, of the conjugate acid (acid donor
or protonated form, BH™) of the base. The pK, is listed in
the Appendix as 9.6 for ephedrine and as 9.3 for ammonia.
In reality, this is the pK, of the protonated form, such as
ephedrine hydrochloride (reaction m in Table 2.1) and am-
monium chloride (reaction e in Table 2.1), respectively.
This is confusing to students, pharmacists, clinicians, and
experienced scientists. It is crucial that the chemistry of the
drug be understood when interpreting a pK, value. When
reading tables of pK, values, such as those found in the
Appendix, one must realize that the listed value is for the
proton donor form of the molecule, no matter what form is
indicated by the name. See Table 2.2 for several worked ex-
amples of how the pK, is used to calculate pHs of solutions,
required ratios of [conjugate base]/[acid], and percent ion-
ization (discussed later) at specific pHs.

Just how strong or weak are the acids whose reactions in
water are illustrated in Table 2.1? Remember that the K,s or
pK.’s are modified equilibrium constants that indicate the
extent to which the acid (proton donor) reacts with water to
form conjugate acid and conjugate base. The equilibrium for
a strong acid (low pK,) in water lies to the right, favoring
the formation of products (conjugate acid and conjugate
base). The equilibrium for a weak acid (high pK,) in water
lies to the left, meaning that the conjugate acid is a better
proton donor than the parent acid is or that the conjugate
base is a good proton acceptor.

Refer back to Equation 2.1 and, using the K, values in
Table 2.3, substitute the K, term for each of the acids. For
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TABLE 2.1 Examples of Acid-Base Reactions (with the Exception of Hydrochloric Acid, Whose Conjugate Base [CI™]
Has No Basic Properties in Water, and Sodium Hydroxide, which Generates Hydroxide, the Reaction of the

Conjugate Base in Water Is Shown for Each Acid)

Acid + Base —— Conjugate Acid + Conjugate Base
Hydrochloric acid

(a) HCI + H,0 —> H;0* + CI-

Sodium hydroxide

(b) H,O + NaOH —> H,0 + OH (Na™)?

Sodium dihydrogen phosphate and its conjugate base, sodium monohydrogen phosphate

(c) H,PO, (Na™)? + HyO

(d) H,0 + HPO,2 (2Na*)®

Ammonium chloride and its conjugate base, ammonia

(e) NH4+(CI7)a aF H20

(f) H0 +  NHs

Acetic acid and its conjugate base, sodium acetate

(g) CH;COOH + HyO

(h) H,O +  CH3COO (Na*)®

Indomethacin and its conjugate base, indomethacin sodium, show the i

acetate, respectively.

Phenobarbital and its conjugate base, phenobarbital sodium

H,C N
, Y—o0H
(i) NH + H,O
)
H3C|3 0
() H>0 +  HC N
Y—0- (Na*y
/ NH
()
Saccharin and its conjugate base, saccharin sodium
//O
C\
(k) NH +  H0
A
O O
O]
Vi
C\
() H,O + N~ (Na*)?
S
VAN
o O
Ephedrine HCl and its conjugate base, ephedrine
/CH3
H,N* (CI)2
(m) CH, + H0
OH
CHj
HN

(n) H>0

OH

—— H;0* + HPO,2 (Na*)?
—— H,PO,2 (Na*)? + OH (Na*)?
—— Hz0"(Cl)? + NH3

——— NH," + OH™

—— H;0" + CH3COO~
Z—— (H5COOH + OH (Na*)?

dentical acid—base chemistry as acetic acid and sodium

[
H,C N
_ +
— H0 + ) NG
0
[
— HC N + OH (Na®)?
»—o0H
NH
o)
//o
— C\
<~ H30+ aF /N_
S
7\
o O
0
/
C\
— NH + OH (Na*)®
S
A\
o O
CH
— P HN
—=— H;0%(cl) + ? CH,
OH
CH,
= HoN* + OH-

o
OH

2The chloride anion and sodium cation are present only to maintain charge balance. These anions play no

other acid-base role.
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TABLE 2.2 Examples of Calculations Requiring the pK,

1. What is the ratio of ephedrine to ephedrine HCl (pK, 9.6)

in the intestinal tract at pH 8.0? Use Equation 2.2.

_ [ephedrine]
8.0 = 9.6 + log fephedrine ACl ~ ~ 16

[ephedrine]
[ephedrine HCI] — 0.025
The number whose log is —1.6 is 0.025, meaning that
there are 25 parts ephedrine for every 1,000 parts
ephedrine HCl in the intestinal tract whose environment
is pH 8.0.
. What is the pH of a buffer containing 0.1-M acetic acid
(pK; 4.8) and 0.08-M sodium acetate? Use Equation 2.2.

pH = 4.8 + Iog% —47

. What is the pH of a 0.1-M acetic acid solution? Use the
following equation for calculating the pH of a solution
containing either an HA or BH™ acid.

_ PKs — log[acid] _

H
P 2

2.9

. What is the pH of a 0.08-M sodium acetate solution?
Remember, even though this is the conjugate base of
acetic acid, the pK; is still used. The pK,, term in the
following equation corrects for the fact that a proton
acceptor (acetate anion) is present in the solution. The
equation for calculating the pH of a solution containing
either an A~ or B base is

pKy + pKs + log[base] _

pH = 3

8.9

. What is the pH of an ammonium acetate solution? The
pK, of the ammonium (NH;") cation is 9.3. Always bear
in mind that the pKj, refers to the ability of the proton
donor form to release the proton into water to form
H30™. Since this is the salt of a weak acid (NH,*) and
the conjugate base of a weak acid (acetate anion), the
following equation is used. Note that molar
concentration is not a variable in this calculation.

_PKg, + pK,,

3 =71

pH

. What is the percentage ionization of ephedrine HCl (pK,
9.6) in an intestinal tract buffered at pH 8.0 (see example
1)? Use Equation 2.4 because this is a BH" acid.

100

—_— A 0,
1 + 10©0-9.6) 97.6%

% ionization =

Only 2.4% of ephedrine is present as the un-ionized
conjugate base.

. What is the percentage ionization of indomethacin
(pKa 4.5) in an intestinal tract buffered at pH 8.0? Use
Equation 2.3 because this is an HA acid.

100

T ges e ~ 9997%

% ionization =

For all practical purposes, indomethacin is present only as
the anionic conjugate base in that region of the intestine
buffered at pH 8.0.

TABLE 2.3 Representative K, and pK, Values from the
Reactions Listed in Table 2.1 (See the Appendix)

Hydrochloric acid 1.26 x 10° —6.1
Dihydrogen phosphate 6.31 X 1078 7.2
Ammonia (ammonium) 5.01 x 10~ 9.3
Acetic acid 1.58 X 10> 4.8
Phenobarbital 3.16 X 1078 7.5
Saccharin 2.51 X 1072 1.6
Indomethacin 3.16 X 10°° 4.5
Ephedrine (as the HCl salt) 251 x 107" 9.6

hydrochloric acid, a K, of 1.26 X 10° means that the product
of the molar concentrations of the conjugate acid, [H;0"],
and the conjugate base, [Cl™], is huge relative to the denomi-
nator term, [HCI]. In other words, there essentially is no un-
reacted HCI left in an aqueous solution of hydrochloric acid.
At the other extreme is ephedrine HCI with a pK, of 9.6 or a
K, of 2.51 X 107!, Here, the denominator representing the
concentration of ephedrine HCIl greatly predominates over
that of the products, which, in this example, is ephedrine
(conjugate base) and H;O™ (conjugate acid). In other words,
the protonated form of ephedrine is a very poor proton donor.
It holds onto the proton. Free ephedrine (the conjugate base in
this reaction) is an excellent proton acceptor.

A general rule for determining whether a chemical is
strong or weak acid or base is

* pK, <2: strong acid; conjugate base has no meaningful
basic properties in water

* pK, 4 to 6: weak acid; weak conjugate base

* pK, 8 to 10: very weak acid; conjugate base getting stronger

* pK, >12: essentially no acidic properties in water; strong
conjugate base

This delineation is only approximate. Other properties
also become important when considering cautions in
handling acids and bases. Phenol has a pK, of 9.9, slightly
less than that of ephedrine HCI. Why is phenol considered
corrosive to the skin, whereas ephedrine HCI or free
ephedrine is considered innocuous when applied to the skin?
Phenol has the ability to partition through the normally pro-
tective lipid layers of the skin. Because of this property, this
extremely weak acid has carried the name carbolic acid.
Thus, the pK, simply tells a person the acid properties of the
protonated form of the chemical. It does not represent any-
thing else concerning other potential toxicities.

Percent lonization

Using the drug’s pK,, the formulation or compounding
pharmacist can adjust the pH to ensure maximum water
solubility (ionic form of the drug) or maximum solubility in
nonpolar media (un-ionic form). This is where understand-
ing the drug’s acid-base chemistry becomes important.
Note Reactions 2.4 and 2.5:

Conj. Conj.

Acid Base Acid Base

HAun-ionizeay + H2O = H30" + A Gionized) (Rx. 2.4)
Conj. Conj.

Acid Base Acid Base

BH+(ionized) + H2O = H3O+ + B(un-ionized) (RX 25)



Acids can be divided into two types, HA and BH™, on the
basis of the ionic form of the acid (or conjugate base). HA
acids go from un-ionized acids to ionized conjugate bases
(Rx. 2.4). In contrast, BH" acids go from ionized (polar)
acids to un-ionized (nonpolar) conjugate bases (Rx. 2.5). In
general, pharmaceutically important HA acids include the
inorganic acids (e.g., HCL, H,SQO,), enols (e.g., barbiturates,
hydantoins), carboxylic acids (e.g., low—molecular-weight
organic acids, arylacetic acids, N-aryl anthranilic acids,
salicylic acids), and amides and imides (e.g., sulfonamides
and saccharin, respectively). The chemistry is simpler for
the pharmaceutically important BH™ acids: They are all pro-
tonated amines. A polyfunctional drug can have several
pK.’s (e.g., amoxicillin). The latter’s ionic state is based on
amoxicillin’s ionic state at physiological pH 7.4.

pKa3 = 9.6

0
X )

H0—©7(|3H-C—NH‘?H-(I:H S\C/CHs
+

—_ N
NH3 CTN~c{} “CH,
o) \
K 7.4 o/’C\Ov-\
PRa2 = 1.
pKa1 = 2.4
Amoxicillin

The percent ionization of a drug is calculated by using
Equation 2.3 for HA acids and Equation 2.4 for BH" acids.

100

% 1onization = W

(Eq. 2.3)

100

% ionization = 1+ 10PH KD

(Eq. 2.4)

A plot of percent ionization versus pH illustrates how the
degree of ionization can be shifted significantly with small
changes in pH. The curves for an HA acid (indomethacin)
and BH" (protonated ephedrine, Table 2.1, reaction m) are
shown in Figure 2.4. First, note that when pH = pK,, the
compound is 50% ionized (or 50% un-ionized). In other
words, when the pK, is equal to the pH, the molar concen-
tration of the acid equals the molar concentration of its
conjugate base. In the Henderson-Hasselbalch equation,
pK. = pH when log [conjugate base]/[acid] = 1. An in-
crease of 1 pH unit from the pK, (increase in alkalinity)
causes an HA acid (indomethacin) to become 90.9% in the

Indomethacin
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Figure 2.4 ® Percent ionized versus pH for
indomethacin (pK, 4.5) and ephedrine (pK, 9.6).

ionized conjugate base form but results in a BH" acid
(ephedrine HCI) decreasing its percent ionization to only
9.1%. An increase of 2 pH units essentially shifts an HA
acid to complete ionization (99%) and a BH™ acid to the
nonionic conjugate base form (0.99%).

Just the opposite is seen when the medium is made more
acidic relative to the drug’s pK, value. Increasing the hydro-
gen ion concentration (decreasing the pH) will shift the
equilibrium to the left, thereby increasing the concentration
of the acid and decreasing the concentration of conjugate
base. In the case of indomethacin, a decrease of 1 pH unit
below the pK, will increase the concentration of un-ionized
(protonated) indomethacin to 9.1%. Similarly, a decrease of
2 pH units results in only 0.99% of the indomethacin being
present in the ionized conjugate base form. The opposite is
seen for the BH™ acids. The percentage of ephedrine pres-
ent as the ionized (protonated) acid is 90.9% at 1 pH unit
below the pK, and is 99.0% at 2 pH units below the pK,.
These results are summarized in Table 2.4.

With this knowledge in mind, return to the drawing of
amoxicillin. At physiological pH, the carboxylic acid (HA
acid; pK,; 2.4) will be in the ionized carboxylate form, the
primary amine (BH" acid; pK,, 7.4) will be 50% protonated
and 50% in the free amine form, and the phenol (HA acid;
pKaz 9.6) will be in the un-ionized protonated form.
Knowledge of percent ionization makes it easier to explain
and predict why the use of some preparations can cause

Conj. Conj. 0
Acid Base
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TABLE 2.4 Percentage lonization Relative to the pK,

lonization (%)

HA Acids BH Acids
pKa — 2 pH units 0.99 99.0
pKs — 1 pH unit 9.1 90.9
pK, = pH 50.0 50.0
pKs + 1 pH unit 90.9 9.1
pKas + 2 pH units 99.0 0.99

problems and discomfort as a result of pH extremes.
Phenytoin (HA acid; pK, 8.3) injection must be adjusted to
pH 12 with sodium hydroxide to ensure complete ionization
and maximize water solubility. In theory, a pH of 10.3 will
result in 99.0% of the drug being an anionic water-soluble
conjugate base. To lower the concentration of phenytoin in
the insoluble acid form even further and maintain excess al-
kalinity, the pH is raised to 12 to obtain 99.98% of the drug
in the ionized form. Even then, a cosolvent system of 40%
propylene glycol, 10% ethyl alcohol, and 50% water for
injection is used to ensure complete solution. This highly al-
kaline solution is irritating to the patient and generally can-
not be administered as an admixture with other intravenous
fluids that are buffered more closely at physiological pH
7.4. This decrease in pH would result in the parent un-
ionized phenytoin precipitating out of solution.

0" Na’
Phenytoin Sodium

Tropicamide is an anticholinergic drug administered as
eye drops for its mydriatic response during eye examina-
tions. With a pK, of 5.2, the drug has to be buffered near
pH 4 to obtain more than 90% ionization. The acidic eye
drops can sting. Some optometrists and ophthalmologists
use local anesthetic eye drops to minimize the patient’s
discomfort. The only atom with a meaningful pK, is the
pyridine nitrogen. The amide nitrogen has no acid-base
properties in aqueous media.

I
C CH
v X
PN
HOH,C H | |
H,C N
“NeH, =
Tropicamide

Adjustments in pH to maintain water solubility can
sometimes lead to chemical stability problems. An example
is indomethacin (HA acid; pK, 4.5), which is unstable in al-
kaline media. Therefore, the preferred oral liquid dosage
form is a suspension buffered at pH 4 to 5. Because this is

near the drug’s pK,, only 50% will be in the water-soluble
form. There is a medical indication requiring intravenous
administration of indomethacin to premature infants. The
intravenous dosage form is the lyophilized (freeze-dried)
sodium salt, which is reconstituted just prior to use.

Drug Distribution and pK,

The pK, can have a pronounced effect on the pharmacoki-
netics of the drug. As discussed previously, drugs are trans-
ported in the aqueous environment of the blood. Those
drugs in an ionized form will tend to distribute throughout
the body more rapidly than will un-ionized (nonpolar) mol-
ecules. With few exceptions, the drug must leave the polar
environment of the plasma to reach the site of action. In gen-
eral, drugs pass through the nonpolar membranes of capil-
lary walls, cell membranes, and the blood-brain barrier in
the un-ionized (nonpolar) form. For HA acids, it is the par-
ent acid that will readily cross these membranes (Fig. 2.5).
The situation is just the opposite for the BH* acids. The un-
ionized conjugate base (free amine) is the species most read-
ily crossing the nonpolar membranes (Fig. 2.6).

Consider the changing pH environment experienced by
the drug molecule orally administered. The drug first en-
counters the acidic stomach, where the pH can range from 2
to 6 depending on the presence of food. HA acids with pK,’s
of 4 to 5 will tend to be nonionic and be absorbed partially
through the gastric mucosa. (The main reason most acidic
drugs are absorbed from the intestinal tract rather than the
stomach is that the microvilli of the intestinal mucosa pro-
vide a large surface area relative to that found in the gastric
mucosa of the stomach.) In contrast, amines (pK, 9-10) will
be protonated (BH™ acids) in the acidic stomach and usually
will not be absorbed until reaching the mildly alkaline intes-
tinal tract (pH 8). Even here, only a portion of the amine-
containing drugs will be in their nonpolar conjugate base
form (Fig. 2.4). Remember that the reactions shown in
Figures 2.3 and 2.4 are equilibrium reactions with K, values.
Therefore, whenever the nonpolar form of either an HA acid
(as the acid) or a B base (the conjugate base of the BH™
acid) passes the lipid barrier, the ratio of conjugate base to
acid (percent ionization) will be maintained. Based on
Equations 2.3 and 2.4, this ratio depends on the pK, (a con-
stant) and the pH of the medium.

For example, once in systemic circulation, the plasma
pH of 7.4 will be one of the determinants of whether the
drug will tend to remain in the aqueous environment of
the blood or partition across lipid membranes into hepatic
tissue to be metabolized, into the kidney for excretion, into
tissue depots, or to the receptor tissue. A useful exercise is
to calculate either the [conjugate base]/[acid] ratio using
the Henderson-Hasselbalch equation (Eq. 2.2) or percent

HA + H,0 == H,0 "+ A~

] ‘ Lipid
| [ Barrier

HA + H,0 &= H,0"+ A~
Figure 2.5 ® Passage of HA acids through lipid barriers.




BH* + H,O &= H,0" +B

Lipid ]

Barrier

BH* + H,0 &= H,0" + B
Figure 2.6 ® Passage of BH" acids through lipid barriers.

ionization for ephedrine (pK, 9.6; Eq. 2.4) and in-
domethacin (pK, 4.5; Eq. 2.3) at pH 3.5 (stomach), pH 8.0
(intestine), and pH 7.4 (plasma) (see examples 1, 6, and 7 in
Table 2.2). Of course, the effect of protein binding, dis-
cussed previously, can greatly alter any prediction of biodis-
tribution based solely on pK,.

€© COMPUTER-AIDED DRUG DESIGN:
EARLY METHODS

Initially, the design of new drugs was based on starting with
a prototypical molecule, usually a natural product and mak-
ing structural modifications. Examples include steroidal
hormones based on naturally occurring cortisone, testos-
terone, progesterone and estrogen; adrenergic drugs based
on epinephrine; local anesthetics based on cocaine; opiate
analgesics based on morphine; antibiotics based on peni-
cillin, cephalosporin and tetracycline. Examples of proto-
typical molecules that were not natural in origin include the
antipsychotic phenothiazines, bisphosphonates for osteo-
porosis, benzodiazepines indicated for various CNS treat-
ments. Although prototypical molecules have produced
significant advancements in treating diseases, this approach
to drug development is limited to the initial discovery of the
prototypical molecule. Today, it is more common to take a
holistic approach that, where possible, involves understand-
ing the etiology of the disease and the structure of the recep-
tor where the ligand (drug) will bind. Increasing computer
power coupled with applicable software, both at reasonable
cost, has lead to more focused approaches for the develop-
ment of new drugs. Computational methodologies include
mathematical equations correlating structure with biological
activity, searching chemical databases for leads and rapid
docking of ligand to the receptor. The latter requires 3D
structure information of the receptor. Originally crystallized
enzymes were the common receptors, and their spatial
arrangements determined by x-ray crystallography. Today’s
software can calculate possible 3D structures of protein
starting with the amino acid sequence.

Statistical Prediction of
Pharmacological Activity

Just as mathematical modeling is used to explain and model
many chemical processes, it has been the goal of medicinal
chemists to quantify the effect of a structural change on a de-
fined pharmacological response. This would meet three goals
in drug design: (a) to predict biological activity in untested
compounds, (b) to define the structural requirements required
for a good fit between the drug molecule and the receptor, and

Chapter 2 @ Drug Design Strategies 17

(c) to design a test set of compounds to maximize the amount
of information concerning structural requirements for activity
from a minimum number of compounds tested. This aspect of
medicinal chemistry is commonly referred to as quantitative
structure—activity relationships (QSAR).

The goals of QSAR studies were first proposed about
1865 to 1870 by Crum-Brown and Fraser, who showed that
the gradual chemical modification in the molecular structure
of a series of poisons produced some important differences
in their action.! They postulated that the physiological ac-
tion, ¢, of a molecule is a function of its chemical constitu-
tion, C. This can be expressed in Equation 2.5:

¢ = flC) (Eq. 2.5)

Equation 2.5 states that a defined change in chemical
structure results in a predictable change in physiological ac-
tion. The problem now becomes one of numerically defining
chemical structure. It still is a fertile area of research. What
has been found is that biological response can be predicted
from physical chemical properties such as vapor pressure,
water solubility, electronic parameters, steric descriptors,
and partition coefficients (Eq. 2.6). Today, the partition coef-
ficient has become the single most important physical chem-
ical measurement for QSAR studies. Note that Equation 2.6
is the equation for a straight line (Y = mx + b).

log BR = a(physical chemical property) + ¢ (Eq. 2.6)

where

BR = a defined pharmacological response usually ex-

pressed in millimoles such as the inhibitory constant
K;, the effective dose in 50% of the subjects (EDs),
the lethal dose in 50% of the subjects (LDs), or the
minimum inhibitory concentration (MIC). It is com-
mon to express the biological response as a recipro-
cal, 1/BR or 1/C

a = the regression coefficient or slope of the straight line

¢ = the intercept term on the y axis (when the physical
chemical property equals zero)

To understand the concepts in the next few paragraphs, it
is necessary to know how to interpret defined pharmacolog-
ical concepts such as the EDso, which is the amount of the
drug needed to obtain the defined pharmacological response
in 50% of the test subjects. Let us assume that drug A’s
EDsq is 1 mmol and drug B’s EDs, is 2 mmol. Drug A is
twice as potent as drug B. In other words, the smaller the
EDsq (or EDg, LDsg, MIC, etc.), the more potent is the sub-
stance being tested.

The logarithmic value of the dependent variable (concen-
tration necessary to obtain a defined biological response) is
used to linearize the data. As shown later in this chapter,
QSARs are not always linear. Nevertheless, using logarithms
is an acceptable statistical technique (taking reciprocals ob-
tained from a Michaelis-Menton study produces the linear
Lineweaver-Burke plots found in any biochemistry textbook).

Now, why is the biological response usually expressed as
a reciprocal? Sometimes, one obtains a statistically more
valid relationship. More importantly, expressing the biolog-
ical response as a reciprocal usually produces a positive
slope (Fig. 2.7). Let us examine the following published
example (Table 2.5). The BR is the LD;qo (lethal dose in
100% of the subjects). The mechanism of death is general
depression of the CNS.
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Figure 2.7 ® Plot of (BR X 1,000) versus (PC X 0.01).

The most lethal compound in this assay was chlorprom-
azine, with a BR (LDqg) of only 0.00000631 mmol; and the
least active was ethanol, with a BR of 0.087096 mmol. In
other words, it takes about 13,800 times as many millimoles
of ethanol than of chlorpromazine to kill 100% of the test
subjects in this particular assay.

Plotting BR versus PC (partition coefficient) produces
the nonlinear scatter shown in Figure 2.7. Note that com-
pounds 1 and 11 lie at a considerable distance from the re-
maining nine compounds. In addition to the 13,800 times
difference in activity, there is a 33,900 times difference in
the octanol/water partition coefficient. An attempt at obtain-
ing a linear regression equation produces the meaningless
Equation. 2.7 whose equation is:

BR = —0.0000 PC + 0.0117 (Eq. 2.7)

It is meaningless statistically. The slope is 0, meaning
that the partition coefficient has no effect on biological ac-
tivity, and yet from the plot and Table 2.5, it is obvious that
the higher the octanol/water partition coefficient, the more
toxic the compound. The correlation coefficient (%) is 0.05,
meaning that there is no significant statistical relationship
between activity and partition coefficient.

Now, let us see if the data can be linearized by using the
logarithms of the biological activity and partition coef-
ficient. Notice the logarithmic terms. The difference be-
tween the LD of chlorpromazine and ethanol is only 4.14

Log BR

-1 0 1 2 3 4 5
Log PC
Figure 2.8 ® Plot of log BR versus log PC.

logarithmic units. Similarly, the difference between chlor-
promazine’s partition coefficient and that of ethanol is 4.53
logarithmic units. Figure 2.8 shows the plot and regression
line for log BR versus log PC. It is an inverse relationship
(Eq. 2.8) between physicochemical property and biological
response. Otherwise, the regression equation is excellent
with a correlation coefficient of 0.9191.

log BR = —1.1517 log PC — 1.4888 (Eq. 2.8)

Although there is no statistical advantage to using the log
of the reciprocal of the biological response, the positive rela-
tionship is consistent with common observation that the bio-
logical activity increases as the partition coefficient (or other
physicochemical parameter) increases. In interpreting plots
such as that in Figure 2.9, remember that biological activity is
increasing as the amount of compound required to obtain the
defined biological response is decreasing. The equation for
the line in Figure 2.9 is identical to Equation 2.8, except for
the change to positive slope and sign of the intercept. The cor-
relation coefficient also remains the same at 0.9191.

log 1/BR = 1.517 log PC + 1.4888  (Eq.2.9)
Partition Coefficient

The most common physicochemical descriptor is the mole-
cule’s partition coefficient in an octanol/water system. As

TABLE 2.5 Data Used for a Quantitative Structure—Activity Relationship Study

Compound Log 1/BR 1/BR BR BR X 1,000 Log BR Log PC PC x 0.01
1. Chlorpromazine 5.20 158,489.32 0.000006 0.006310 —5.2000 4.22 165.95869
2. Propoxyphene 5.08 120,226.44 0.000008 0.008318 —5.0800 2.36 2.2908677
3. Amitriptyline 4.92 83,176.38 0.000012 0.012023 —4.9200 2.50 3.1622777
4. Dothiepin 4.75 56,234.13 0.000018 0.017783 —4.7500 2.76 5.7543994
5. Secobarbital 4.19 15,488.17 0.000065 0.064565 —4.1900 1.97 0.9332543
6. Phenobarbital 3.71 5,128.61 0.000195 0.194984 —3.7100 1.14 0.1380384
7. Chloroform 3.60 3,981.07 0.000251 0.251189 —3.6000 1.97 0.9332543
8. Chlormethiazole 3.51 3,235.94 0.000309 0.309030 -3.5100 2.12 1.3182567
9. Paraldehyde 2.88 758.58 0.001318 1.318257 —2.8800 0.67 0.0467735

10. Ether 2.17 147.91 0.006761 6.760830 —2.1700 0.89 0.0776247

11. Ethanol 1.06 11.48 0.087096 87.096359 —1.0600 —0.31 0.0048978

Source: Hansch, C., Bjoérkroth, J. P., and Leo, A.: J. Pharm. Sci. 76:663, 1987.
BR is defined as the LDqqo, and PC is the octanol/water partition coefficient.
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Figure 2.9 @ Plot of log 1/BR versus log PC.

emphasized previously, the drug will go through a series of
partitioning steps: (a) leaving the aqueous extracellular flu-
ids, (b) passing through lipid membranes, and (c) entering
other aqueous environments before reaching the receptor
(Fig. 2.1). In this sense, a drug is undergoing the same par-
titioning phenomenon that happens to any chemical in a sep-
aratory funnel containing water and a nonpolar solvent such
as hexane, chloroform, or ether. The partition coefficient (P)
is the ratio of the molar concentration of chemical in the
nonaqueous phase (usually 1-octanol) versus that in the
aqueous phase (Eq. 2.10). For reasons already discussed, it
is more common to use the logarithmic expression (Eq.
2.11). The difference between the separatory funnel model
and what actually occurs in the body is that the partitioning
in the funnel will reach an equilibrium at which the rate of
chemical leaving the aqueous phase and entering the organic
phase will equal the rate of the chemical moving from the
organic phase to the aqueous phase. This is not the physio-
logical situation. Refer to Figure 2.1 and note that dynamic
changes are occurring to the drug, such as it being metabo-
lized, bound to serum albumin, excreted from the body, and
bound to receptors. The environment for the drug is not
static. Upon administration, the drug will be pushed through
the membranes because of the high concentration of drug in
the extracellular fluids relative to the concentration in the
intracellular compartments. In an attempt to maintain equi-
librium ratios, the flow of the drug will be from systemic
circulation through the membranes onto the receptors. As
the drug is metabolized and excreted from the body, it will
be pulled back across the membranes, and the concentration
of drug at the receptors will decrease.

_ [chemicallo
"~ [chemical],q (Eq. 2.10)
— oo (1SOluteoct

log P= log ( [SOlute]aq) (Eq 2.1 1)

Equations 2.10 and 2.11 assume that the drug is in the non-
polar state. A large percentage of drugs are amines whose pK,
is such that at physiological pH 7.4, a significant percentage
of the drug will be in its protonated, ionized form. A similar
statement can be made for the HA acids (carboxyl, sulfon-
amide, imide) in that at physiological pH, a significant
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percentage will be in their anionic forms. An assumption is
made that the ionic form is water-soluble and will remain in
the water phase of an octanol/water system. This reality has
led to the use of log D, which is defined as the equilibrium
ratio of both the ionized and un-ionized species of the mole-
cule in an octanol/water system (Eq. 2.12). The percent ion-
ization of ionized HA acids and BH protonated amines and
acids can be estimated from Equations 2.3 and 2.4 and the log
D from Equations 2.13 and 2.14, respectively.

[solute] et
loeD =1 — — Eq. 2.12
0g Og([solute];(élmzed + [solute]ggmomzed) ( q )
_ _ 1
log D,.igs = log P = log —(1 10w (Eq. 2.13)
log D =logP =1 S Eq. 2.14
08 DPoases = 10g ¥ = 102 (1 + 10®Ka=pH) (Eq. 2.14)

Because much of the time the drug’s movement across
membranes is a partitioning process, the partition coef-
ficient has become the most common physicochemical
property. The question that now must be asked is what
immiscible nonpolar solvent system best mimics the
water/lipid membrane barriers found in the body? It is now
realized that the n-octanol/water system is an excellent esti-
mator of drug partitioning in biological systems. One could
argue that it was fortuitous that n-octanol was available in
reasonable purity for the early partition coefficient determi-
nations. To appreciate why this is so, one must understand
the chemical nature of the lipid membranes.

These membranes are not exclusively anhydrous fatty or
oily structures. As a first approximation, they can be consid-
ered bilayers composed of lipids consisting of a polar cap
and large hydrophobic tail. Phosphoglycerides are major
components of lipid bilayers (Fig. 2.10). Other groups of bi-
functional lipids include the sphingomyelins, galactocere-
brosides, and plasmalogens. The hydrophobic portion is
composed largely of unsaturated fatty acids, mostly with cis
double bonds. In addition, there are considerable amounts of
cholesterol esters, protein, and charged mucopolysaccha-
rides in the lipid membranes. The final result is that these
membranes are highly organized structures composed of
channels for transport of important molecules such as
metabolites, chemical regulators (hormones), amino acids,
glucose, and fatty acids into the cell and removal of waste
products and biochemically produced products out of the

Hydrophobic Tail

1
O CHO—C(CH,) CHs
CHg (CH) C—O—CH O
CHO—P—0—R <—— Hydrophilic Head
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Lecithin: R = OCH,CH,N*(CH3)3
Cephalin: R = OCH,CH,NHz"
Figure 2.10 ® General structure of a bifunctional

phospholipid. Many of the fatty acid esters will be cis
unsaturated.
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Figure 2.11 ® Schematic representatlon of the cell
membrane.

cell. The cellular membranes are dynamic, with the channels
forming and disappearing depending on the cell’s and
body’s needs (Fig. 2.11). So complex is this system that it is
not uncommon to have situations where there is poor corre-
lation between the partition coefficient of a series of mole-
cules and the biological response.”

In addition, the membranes on the surface of nucleated
cells have specific antigenic markers, major histocompatibil-
ity complex (MHC), by which the immune system monitors
the cell’s status. There are receptors on the cell surface where
hormones such as epinephrine and insulin bind, setting off a
series of biochemical events within the cell. Some of these re-
ceptors are used by viruses to gain entrance into the cells,
where the virus reproduces. As newer instrumental tech-
niques are developed, and genetic cloning permits isolation of
the genetic material responsible for forming and regulating
the structures on the cell surface, the image of a passive lipid
membrane has disappeared to be replaced by a very complex,
highly organized, dynamically functioning structure.

For purposes of the partitioning phenomenon, picture the
cellular membranes as two layers of lipids (Fig. 2.9). The two
outer layers, one facing the interior and the other facing the
exterior of the cell, consist of the polar ends of the bifunc-
tional lipids. Keep in mind that these surfaces are exposed to
an aqueous polar environment. The polar ends of the charged
phospholipids and other bifunctional lipids are solvated by
the water molecules. There are also considerable amounts of
charged proteins and mucopolysaccharides present on the sur-
face. In contrast, the interior of the membrane is populated by
the hydrophobic aliphatic chains from the fatty acid esters.

With this representation in mind, a partial explanation can
be presented as to why the n-octanol/water partitioning
system seems to mimic the lipid membranes/water systems
found in the body. It turns out that n-octanol is not as non-
polar as initially might be predicted. Water-saturated octanol
contains 2.3 M water because the small water molecule
easily clusters around octanol’s hydroxy moiety. n-
Octanol-saturated water contains little of the organic phase
because of the large hydrophobic 8-carbon chain of octanol.
The water in the n-octanol phase apparently approximates
the polar properties of the lipid bilayer, whereas the lack of
octanol in the water phase mimics the physiological aqueous
compartments, which are relatively free of nonpolar compo-
nents. In contrast, partitioning systems such as hexane/water
and chloroform/water contain so little water in the organic
phase that they are poor models for the lipid bilayer/water
system found in the body. At the same time, remember that
the n-octanol/water system is only an approximation of the
actual environment found in the interface between the cel-
lular membranes and the extracellular/intracellular fluids.

Experimental determination of octanol/water partition coef-
ficients is tedious and time consuming. Today, most are
calculated. The accuracy of these calculations is only as good
as the assumptions made by the writers of the software.
These include atomic fragment values, correction factors,
spatial properties, effects of resonance and induction, inter-
nal secondary bonding forces, etc. There are over 30 differ-
ent software packages for calculating a molecules partition
coefficient, and their accuracy varies widely.>*

Other Physicochemical and
Descriptor Parameters

There is a series of other descriptors that measure the contri-
bution by substituents to the molecule’s total physicochemi-
cal properties. These include Hammett’s ¢ constant; Taft’s
steric parameter, E;; Charton’s steric parameter, v; Verloop’s
multidimensional steric parameters, L, By, Bs; and molar re-
fractivity, MR, number of hydrogen bond donors and accep-
tors, pK,, polar surface area, number of rotatable bonds,
connectivity indices, and the list goes into the thousands.
Although directories of these have been published, it is com-
mon to calculate them. Table 2.6 lists a very small set and
illustrates several items that must be kept in mind when se-
lecting substituents to be evaluated in terms of the type of
factors that influence a biological response. For electronic pa-
rameters such as ¢, the location on an aromatic ring is impor-
tant because of resonance versus inductive effects. Notice the
twofold differences seen between ¢mera and ¢pqr, for the three
aliphatic substituents and iodo, and severalfold difference for
methoxy, amino, fluoro, and phenolic hydroxyl.

Selection of substituents from a certain chemical class
may not really test the influence of a parameter on biological
activity. There is little numerical difference among the ¢pea
Or Ppara values for the four aliphatic groups or the four halo-
gens. It is not uncommon to go to the tables and find missing
parameters such as the E; values for acetyl and N-acyl.

TABLE 2.6 Sampling of Physicochemical Parameters
Used in Quantitative Structure-Activity Relationships
Investigations

Substituent

Group T O meta Opara Es MR
—H 0.00 0.00 0.00 0.00 1.03
—CHs 0.56 -0.07 -0.17 —-1.24 5.65
—CH,CH3 1.02 —-0.07 -0.15 —1.31 10.30
—CH,CH,CH3 1.55 -0.07 -0.13 -1.60 14.96
—C(CHs), 1.53 —-0.07 -0.15 —-1.71 14.96
—OCHs -0.02 0.12 -0.27 —0.55 7.87
—NH, —1.23 —-0.16 —0.66 —-0.61 5.42
—F 0.14 0.34 0.06 —0.46 0.92
—Cl 0.71 0.37 0.23 -0.97 6.03
—Br 0.86 0.39 0.23 -1.16 8.88
—I 1.12 0.35 0.18 —-1.40 13.94
—CFs 0.88 0.43 0.54 —-2.40 5.02
—OH —0.67 0.12 -0.37 —0.55 2.85
—COCH;3 —0.55 0.38 0.50 11.18
—NHCOCH; -0.97 0.21 0.00 14.93
—NO, -0.8 0.71 0.78 —2.52 7.36
—CN —-0.57 0.56 0.66 —0.51 6.33

Reprinted with permission from Hansch, C., and Leo, A. J.: Substituent
Constants for Correlation Analysis in Chemistry and Biology. New York,
John Wiley & Sons, 1979.



Nevertheless, medicinal chemists can use information
from extensive tables of physicochemical parameters to min-
imize the number of substituents required to find out if the
biological response is sensitive to electronic, steric, and/or
partitioning effects.’ This is done by selecting substituents in
each of the numerical ranges for the different parameters. In
Table 2.6, there are three ranges of B values (—1.23 to
—0.55, —0.28 t0 0.56, and 0.71 to 1.55); three ranges of MR
values (0.92-2.85, 5.02-8.88, and 10.30-14.96); and two
main clusters of ¢ values, one for the aliphatic substituents
and the other for the halogens. In the ideal situation, sub-
stituents are selected from each of the clusters to determine
the dependence of the biological response over the largest
possible variable space. Depending on the biological re-
sponses obtained from testing the new compounds, it is pos-
sible to determine if lipophilicity (partitioning), steric bulk
(molar refraction), or electron-withdrawing/donating prop-
erties are important determinants of the desired biological
response.

With this background in mind, two examples of QSAR
equations taken from the medicinal chemistry literature are
presented. A study of a group of griseofulvin analogs
showed a linear relationship (Eq. 2.15) between the biolog-
ical response and both lipophilicity (log P) and electronic
character (0).% It was suggested that the antibiotic activity
may depend on the enone system facilitating the addition of
griseofulvin to a nucleophilic group such as the SH moiety
in a fungal enzyme.

R
O/R, OO/ 2 «
|
JULXT)
Rs CHg,
Griseofulvin: R =Ry = Ry = OCHg;, Ry =Cl; X =H
log BR = (0.56)log P + (2.19)0« — 1.32  (Eq. 2.15)

A parabolic relationship (Eq. 2.16) was reported for a
series of substituted acetylated salicylates (substituted
aspirins) tested for anti-inflammatory activity.” A nonlin-
ear relationship exists between the biological response
and lipophilicity, and a significant detrimental steric effect
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is seen with substituents at position 4. The two sterimol
parameters used in this equation were L, defined as the
length of the substituent along the axis of the bond between
the first atom of the substituent and the parent molecule, and
B,, defined as a width parameter. Steric effects were not
considered statistically significant at position 3, as shown by
the sterimol parameters for substituents at position 3 not
being part of Equation 2.16. The optimal partition coeffi-
cient (log P,) for the substituted aspirins in this assay was
2.6. At the same time, increasing bulk, as measured by the
sterimol parameters, decreases activity.

~ C/CH3

X

(0]

Y
Aspirin:

X =Y=H

log 1/EDs = 1.03 log P — 0.20(log P)?

At this point, it is appropriate to ask the question, “are
all the determinations of partition coefficients and compi-
lation of physical chemical parameters useful only when a
statistically valid QSAR model is obtained?” The answer
is a firm no. One of the most useful spinoffs from the field
of QSAR has been the application of experimental design
to the selection of new compounds to be synthesized and
tested. Let us assume that a new series of drug molecules
is to be synthesized based on the following structure. The
goal is to test the effect of the 16-substituents in Table 2.6
at each of the three positions on our new series. The num-
ber of possible analogs is equal to 16, or 4,096, com-
pounds, assuming that all three positions will always be
substituted with one of the substituents from Table 2.7. If
hydrogen is included when a position is not substituted,
there are 173, or 4,913, different combinations. The prob-
lem is to select a small number of substituents that repre-
sent the different ranges or clusters of values for
lipophilicity, electronic influence, and bulk. An initial de-
sign set could include the methyl and propyl from the

TABLE 2.7 Connectivity Table for Hydrogen-Suppressed Phenylalanine

Atom 0-1 C-2 0-3 C-4 N-5

C-6

Cc-7 Cc-8 Cc-9 c-10 c-11 C-12

O-1 X

C-2

0O-3

c-4

N-5

C-6

Cc-7

Cc-8

C-9

C-10

C-11

C-12
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aliphatic cluster, fluorine and chlorine from the halogen
cluster, N-acetyl and phenol from the substituents showing
hydrophilicity, and a range of electronic and bulk values.
Including hydrogen, there will be 7°, or 343, different
combinations. Obviously, that is too many for an initial
evaluation. Instead, certain rules have been devised to
maximize the information obtained from a minimum num-
ber of compounds. These include the following:

R3
R4
\
CH
(0]

R2

1. Each substituent must occur more than once at each posi-
tion on which it is found.

2. The number of times that each substituent at a particular
position appears should be approximately equal.

3. No two substituents should be present in a constant
combination.

4. When combinations of substituents are a necessity, they
should not occur more frequently than any other
combination.

Following these guidelines, the initial test set can be re-
duced to 24 to 26 compounds. Depending on the precision
of the biological tests, it will be possible to see if the data
will fit a QSAR model. Even an approximate model usually
will indicate the types of substituents to test further and
what positions on the molecules are sensitive to substitution
and, if sensitive, to what degree variation in lipophilic, elec-
tronic, or bulk character is important. Just to ensure that the
model is valid, it is a good idea to synthesize a couple of
compounds that the model predicts would be inactive. As
each group of new compounds is tested, the QSAR model is
refined until the investigators have a pretty good idea what
substituent patterns are important for the desired activity.
These same techniques used to develop potent compounds
with desired activity also can be used to evaluate the influ-
ence of substituent patterns on undesired toxic effects and
pharmacokinetic properties.

Topological Descriptors

An alternate method of describing molecular structure is
based on graph theory, in which the bonds connecting the
atoms is considered a path that is traversed from one atom to
another. Consider Figure 2.12 containing D-phenylalanine

C__.

H\C_C/H MNP e 0,8

H C/——\C—('J—!—IC!—O——H wd N\
AN N\
/ \ H H 11 Ci2

All-atoms graph

D-Phenylalanine

and its hydrogen-suppressed graph representation. The
numbering is arbitrary and not based on International Union
of Pure and Applied Chemistry (IUPAC) or Chemical
Abstracts nomenclature rules. A connectivity table, Table
2.7, is constructed.

Table 2.7 is a two-dimensional connectivity table for the
hydrogen-suppressed phenylalanine molecule. No 3D repre-
sentation is implied. Further, this type of connectivity table
will be the same for molecules with asymmetric atoms (D
vs. L) or for those that can exist in more than one conforma-
tion (i.e., chair vs. boat conformation, anti vs. gauche vs.
eclipsed).

Graph theory is not limited to the paths followed by
chemical bonds. In its purest form, the atoms in the phenyl
ring of phenylalanine would have paths connecting atom 7
with atoms 9, 10, 11, and 12; atom 8 with atoms 10, 11, and
12; atom 9 with atoms 11 and 12; and atom 10 with atom 12.
Also, the graph itself might differentiate neither single, dou-
ble, and triple bonds nor the type of atom (C, O, and N in the
phenylalanine example). Connectivity tables can be coded
to indicate the type of bond.

The most common application of graph theory used by
medicinal chemistry is called molecular connectivity. It lim-
its the paths to the molecule’s actual chemical bonds. Table
2.8 shows several possible paths for phenylalanine, includ-
ing linear paths and clusters or branching. Numerical values
for each path or path-cluster are based on the number of
nonhydrogen bonds to each atom. Let us examine oxygen
atom 1. There is only one nonhydrogen bond, and it con-
nects oxygen atom 1 to carbon atom 2. The formula is the
reciprocal square root of the number of bonds. For oxygen
1, the connectivity value is 1. For carbonyl oxygen 2, it is
2712 or 0.707. Note that there is no difference between
oxygen 1 and nitrogen 5. Both have only one nonhydrogen
bond and a connectivity value of 1. Similarly, there is no dif-
ference in values for a carbonyl oxygen and a methylene
carbon, each having two nonhydrogen bonds. The final con-
nectivity values for a path are the reciprocal square roots of
the products of each path. For the second-order path 2C-4C-
6C, the reciprocal square root (3 X 3 X 2)~ 2 is 4.243. The
values for each path order are calculated and summed.

As noted previously, the method as described so far
cannot distinguish between atoms that have the same num-
ber of nonhydrogen bonds. A method to distinguish het-
eroatoms from each other and carbon atoms is based on the
difference between the number of valence electrons and
possible hydrogen atoms (which are suppressed in the
graph). The valence connectivity term for an alcoholic
oxygen would be 6 valence electrons minus 1 hydrogen,
or 5. The valence connectivity term for a primary amine

5 3
N (e}
I
C—C—oO0
4 2 1

H-suppressed graph

Figure 2.12 ® Hydrogen-suppressed
graphic representation of phenylalanine.
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TABLE 2.8 Examples of Paths Found in the Phenylalanine Molecule

1st Order Path 2nd Order Path 3rd Order Path

4th Order Path

5th Order Path

Path-Cluster

10-2C 10-2C-30 10-2C-4C-6C
2C-30 10-2C-4C 30-2C-4C-5N
2C-4C 30-2C-4C 30-2C-4C-6C
4C-5N 2C-4C-5N 10-2C-4C-5N
4C-6C 2C-4C-6C 2C-4C-6C-7C
6C-7C 5N-4C-6C 5N-4C-6C-7C
7C-8C 4C-6C-7C 4C-6C-7C-8C
8C-9C 6C-7C-8C 4C-6C-7C-12C
7C-12C 6C-7C-12C 6C-7C-8C-9C
9C-10C 7C-8C-9C 6C-7C-12C-11C
10C-11C 7C-12C-11C 7C-8C-9C-10C
11C-12C 8C-9C-10C 7C-12C-11C-10C
9C-10C-11C 8C-9C-10C-11C
10C-11C-12C 9C-10C-11C-12C

10-2C-4C-6C-7C
30-2C-4C-6C-7C
2C-4C-6C-7C-8C
2C-4C-6C-7C-12C
4C-6C-7C-8C-9C
4C-6C-7C-12C-11C
5N-4C-6C-7C-8C
5N-4C-6C-7C-12C
6C-7C-8C-9C-10C
6C-7C-12C-11C-10C
7C-8C-9C-10C-11C
7C-12C-11C-10C-9C
8C-9C-10C-11C-12C

10-2C-4C-6C-7C-8C
10-2C-40-6C-7C-12C
2C-4C-6C-7C-8C-9C
2C-4C-6C-7C-12C-11C
30-2C-4C-6C-7C-8C
30-2C-4C-6C-7C-12C
4C-6C-7C-8C-9C-10C
4C-6C-7C-12C-11C-10C
5N-4C-6C-7C-8C-9C
5N-4C-6C-7C-12C-11C
6C-7C-8C-9C-10C-11C
6C-7C-12C-11C-10C
7C-8C-9C-10C-11C-12C

10-2C-30-4C
2C-4C-5N-6C
6C-7C-8C-12C

7C-12C-11C-10C-9C-8C

nitrogen would be 5 valence electrons minus 2 hydrogens,
or 3. There are various additional modifications that are
done to further differentiate atoms and define their envi-
ronments within the molecule.

Excellent regression equations using topological indices
have been obtained. A problem is interpreting what they
mean. Is it lipophilicity, steric bulk, or electronic terms that
define activity? The topological indices can be correlated
with all of these common physicochemical descriptors.
Another problem is that it is difficult to use the equation to
decide what molecular modifications can be made to en-
hance activity further, again because of ambiguities in
physicochemical interpretation. Should the medicinal
chemist increase or decrease lipophilicity at a particular lo-
cation on the molecule? Should specific substituents be in-
creased or decreased? On the other hand, topological indices
can be very valuable in classification schemes that are de-
scribed later in this chapter. They do describe the structure
in terms of rings, branching, flexibility, etc.

Classification Methods

Besides regression analysis, there are other statistical tech-
niques used in drug design. These fit under the classification
of multivariate statistics and include discriminant analysis,
principal component analysis, and pattern recognition. The
latter can consist of a mixture of statistical and nonstatistical
methodologies. The goal usually is to try to ascertain what
physicochemical parameters and structural attributes con-
tribute to a class or type of biological activity. Then, the
chemicals are classified into groupings such as carcino-
genic/noncarcinogenic, sweet/bitter, active/inactive, and de-
pressant/stimulant.

The term multivariate is used because of the wide variety
and number of independent or descriptor variables that may
be used. The same physicochemical parameters seen in
QSAR analyses are used, but in addition, the software in the
computer programs breaks the molecule down into sub-
structures. These structural fragments also become vari-
ables. Examples of the typical substructures used include
carbonyls, enones, conjugation, rings of different sizes and
types, N-substitution patterns, and aliphatic substitution pat-
terns such as 1,3- or 1,2-disubstituted. The end result is that
for even a moderate-size molecule typical of most drugs,
there can be 50 to 100 variables.

The technique is to develop a large set of chemicals well
characterized in terms of the biological activity that is going
to be predicted. This is known as the training set. Ideally, it
should contain hundreds, if not thousands, of compounds,
divided into active and inactive types. In reality, sets smaller
than 100 are studied. Most of these investigations are retro-
spective ones in which the investigator locates large data
sets from several sources. This means that the biological
testing likely followed different protocols. That is why
classification techniques tend to avoid using continuous
variables such as EDsq, LDso, and MIC. Instead, arbitrary
end points such as active or inactive, stimulant or depres-
sant, sweet or sour, are used.

Once the training set is established, the multivariate tech-
nique is carried out. The algorithms are designed to group the
underlying commonalities and select the variables that have
the greatest influence on biological activity. The predictive
ability is then tested with a test set of compounds that have
been put through the same biological tests used for the train-
ing set. For the classification model to be valid, the
investigator must select data sets whose results are not
intuitively obvious and could not be classified by a trained
medicinal chemist. Properly done, classification methods can
identify structural and physicochemical descriptors that can be
powerful predictors and determinants of biological activity.

There are several examples of successful applications of
this technique.® One study consisted of a diverse group of
140 tranquilizers and 79 sedatives subjected to a two-way
classification study (tranquilizers vs. sedatives). The ring
types included phenothiazines, indoles, benzodiazepines,
barbiturates, diphenylmethanes, and various heterocyclics.
Sixty-nine descriptors were used initially to characterize
the molecules. Eleven of these descriptors were crucial to the
classification, 54 had intermediate use and depended on the
composition of the training set, and 4 were of little use.
The overall range of prediction accuracy was 88% to 92%.
The results with the 54 descriptors indicate an important lim-
itation when large numbers of descriptors are used. The
inclusion or exclusion of descriptors and parameters can de-
pend on the composition of the training set. The training set
must be representative of the population of chemicals that are
going to be evaluated. Repeating the study on different ran-
domly selected training sets is important.

Classification techniques lend themselves to studies lack-
ing quantitative data. An interesting classification problem
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involved olfactory stimulants, in which the goal was to se-
lect chemicals that had a musk odor. A group of 300 unique
compounds was selected from a group of odorants that in-
cluded 60 musk odorants plus 49 camphor, 44 floral, 32
ethereal, 41 mint, 51 pungent, and 23 putrid odorants.
Initially, 68 descriptors were evaluated. Depending on the
approach, the number of descriptors was reduced to 11 to
16, consisting mostly of bond types. Using this small num-
ber, the 60 musk odorants could be selected from the re-
maining 240 compounds, with an accuracy of 95% to 97%.

The use of classification techniques in medicinal chem-
istry has matured over years of general use. The types of de-
scriptors have expanded to spatial measurements in 3D
space similar to those used in 3D-QSAR (see discussion that
follows). Increasingly, databases of existing compounds are
scanned for molecules that possess what appear to be the de-
sired parameters. If the scan is successful, compounds that
are predicted to be active provide the starting point for syn-
thesizing new compounds for testing. One can see parallels
between the search of chemical databases and screening
plant, animal, and microbial sources for new compounds.
Although the statistical and pattern recognition methodolo-
gies have been in use for a very long time, there still needs
to be considerable research into their proper use, and further
testing of their predictive power is needed. The goal of scan-
ning databases of already synthesized compounds to select
compounds for pharmacological evaluation will require
considerable additional development of the various multi-
variate techniques.

This chapter is limited to fairly simple computational tech-
niques using readily available, low-cost software. The QSAR
approach, including classification methods has at its disposal
literally thousands of different descriptors, each with its advo-
cates, and many computational approaches starting with the
previously discussed linear regression to neural networks, de-
cision trees and support vector machines. Thus, it is fair to ask
if drug discoveries have been made with these computational
techniques. The answer is in the ambiguous yes-and-no cate-
gory depending on who is asked. There is general agreement
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that QSAR provided the foundation to better understand the
relationship between chemical space and pharmacological
space. Consider these two pairs of active molecules. For clas-
sification purposes, acetylcholine and nicotine are nicotinic
agonists, and dopamine and pergolide are dopaminergic ago-
nists. Using the various measures of similarity and their de-
scriptors, fingerprints, and fragments, these two pairs come
up as dissimilar. It is true that the pharmacological profiles of
acetylcholine—nicotine and dopamine—pergolide vary so
much that nicotine is not used as a nicotinic agonist and
pergolide is falling into disuse.”'” Without being trite, com-
putational drug design techniques are not going to replace the
medicinal chemist who has an open, inquiring mind.

Has QSAR Been Successful?

The answer to this question depends on what are the expec-
tations.'! In their original development, it was hoped that
QSAR equations would lead to commercially successful
drugs. This has not occurred. Over the years, methodologies
to develop these equations have changed. In the early devel-
opment of QSAR equations, all of the compounds in a data
set were used followed by random holding out of com-
pounds to see if the equation changed. If there are enough
compounds, it is now more common to begin with a train-
ing set and evaluate its validity with a fest set. This has led
to recommendations on the most reliable statistical measure-
ments of validity.!>~!*

Paralleling the evolution in the use of different statistical
measures of validity, deriving these equations has lead to the
development of a wide variety of descriptors ranging from
descriptive, physicochemical and topological. What can be
frustrating is that the quality of predictions is dependent on
the descriptor set.'> It must be remembered that most of de-
scriptors are only as good as the algorithms used to calculate
them. Further, it can be difficult to interpret exactly what the
descriptors are measuring in chemical space. QSAR equa-
tions must explain physical reality if predictions for future
compounds are to be made.'®
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© COMPUTER-AIDED DRUG DESIGN:
NEWER METHODS

Because powerful computing power, high-resolution com-
puter graphics, and applicable software has reached the
desktop, computational drug design methods are widely
used in both industrial and academic environments.
Through the use of computer graphics, structures of or-
ganic molecules can be entered into a computer and manip-
ulated in many ways. Computational chemistry methods
are used to calculate molecular properties and generate
pharmacophore hypotheses. Once a pharmacophore hy-
pothesis has been developed, structural databases (com-
mercial, corporate, and/or public) of 3D structures can be
searched rapidly for hits (i.e., existing compounds that are
available with the required functional groups and permissi-
ble spatial orientations as defined by the search query). It
has become popular to carry out in silico (computer as op-
posed to biological) screening of drug—receptor candidate
interactions, known as virtual high-throughput screening
(vHTS), for future development. The realistic goal of vHTS
is to identify potential lead compounds. The drug-receptor
fit and predicted physicochemical properties are used to
score and rank compounds according to penalty functions
and information filters (molecular weight, number of hy-
drogen bonds, hydrophobicity, etc.). Although medicinal
chemists have always been aware of absorption, distribu-
tion, metabolism, elimination, and toxicity (ADMET or
ADME/Tox), in recent years, a much more focused ap-
proach addresses these issues in the early design stages.
Increased efforts to develop computer-based absorption,
distribution, metabolism, and elimination (ADME) models
are being pursued aggressively. Many of the predictive
ADME models use QSAR methods described earlier in
this chapter. In general, understanding what chemical
space descriptors are critical for druglike molecules helps
provide insight into the design of chemical libraries for
biological evaluation.

Today’s computers and software give the medicinal
chemist the ability to design the molecule on the basis of an
estimated fit onto a receptor or have similar spatial charac-
teristics found in the prototypical lead compound. Of
course, this assumes that the molecular structure of the re-
ceptor is known in enough detail for a reasonable estimation
of its 3D shape. When a good understanding of the geome-
try of the active site is known, databases containing the 3D
coordinates of the chemicals in the database can be searched
rapidly by computer programs that select candidates likely
to fit in the active site. As shown later, there have been some
dramatic successes with use of this approach, but first one
must have an understanding of ligand (drug)-receptor inter-
actions and conformational analysis.

Forces Involved with Drug-Receptor
Interactions

Keep in mind that a biological response is produced by the
interaction of a drug with a functional or organized group of
molecules. This interaction would be expected to take place
by using the same bonding forces as are involved when sim-
ple molecules interact. These, together with typical exam-
ples, are collected in Table 2.9.

TABLE 2.9 Types of Chemical Bonds

Bond
Strength
Bond Type (kcal/mol) Example
Covalent 40-140 CH;—OH
|
Reinforced ionic 10 R—N—H""-O%
| 6o _ C—R
lonic 5 R,N®--©|
—OH-~0=
\C/
Hydrogen 1-7 — OH~— ||
C
/\
lon—dipole 1-7 R4N® - NRg
|
Dipole-dipole 1-7 0=C-- NRj
55+ |
der Waal 0.5-1 \Cll 7
van der Waals 5- A N
Hydrophobic 1 See text

Source: Albert, A.: Selective Toxicity. New York, John Wiley & Sons,
1986, p. 183.

Most drugs do not possess functional groups of a type
that would lead to ready formation of strong and essentially
irreversible covalent bonds between drug and biological re-
ceptors. In most cases, it is desirable to have the drug leave
the receptor site when the concentration decreases in the ex-
tracellular fluids. Therefore, most useful drugs are held to
their receptors by ionic or weaker bonds. When relatively
long-lasting or irreversible effects are desired (e.g., antibac-
terial, anticancer), drugs that form covalent bonds with the
receptor are effective and useful. The alkylating agents,
such as the nitrogen mustards used in cancer chemotherapy,
furnish an example of drugs that act by formation of cova-
lent bonds (see Chapter 10).

Covalent bond formation between drug and receptor is
the basis of Baker’s concept of active-site-directed irre-
versible inhibition."” Considerable experimental evidence
on the nature of enzyme inhibitors supports this concept.
Compounds studied possess appropriate structural features
for reversible and highly selective association with an en-
zyme. If, in addition, the compounds carry reactive groups
capable of forming covalent bonds, the substrate may be ir-
reversibly bound to the drug—receptor complex by covalent
bond formation with reactive groups adjacent to the active
site. The diuretic drug ethacrynic acid (see Chapter 19) is
an a,(3-unsaturated ketone, thought to act by covalent bond
formation with sulfhydryl groups of ion transport systems
in the renal tubules. Another example of a drug that cova-
lently binds to the receptor is selegiline (see Chapter 13), an
inhibitor of monoamine oxidase-B. Other examples of co-
valent bond formation between drug and biological recep-
tor site include the reaction of arsenicals and mercurials
with cysteine sulthydryl groups, the acylation of bacterial
cell wall constituents by penicillin, and the phosphorylation
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of the serine hydroxyl moiety at the active site of
cholinesterase by organic phosphates.
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Keep in mind that it is desirable to have most drug effects
reversible. For this to occur, relatively weak forces must be
involved in the drug—receptor complex yet be strong enough
that other binding sites will not competitively deplete the
site of action. Compounds with high structural specificity
may orient several weakly binding groups so that the sum-
mation of their interactions with specifically oriented com-
plementary groups on the receptor provides total bond
strength sufficient for a stable combination. Consequently,
most drugs acting by virtue of their structural specificity
will bind to the receptor site by hydrogen bonds, ionic
bonds, ion—dipole and dipole—dipole interactions, and van
der Waals and hydrophobic forces.

Considering the wide variety of functional groups found
on a drug molecule and receptor, there will be a variety of sec-
ondary bonding forces. Ionization at physiological pH would
normally occur with the carboxyl, sulfonamido, and aliphatic
amino groups, as well as the quaternary ammonium group at
any pH. These sources of potential ionic bonds are frequently
found in active drugs. Differences in electronegativity be-
tween carbon and other atoms, such as oxygen and nitrogen,
lead to an asymmetric distribution of electrons (dipoles) that
are also capable of forming weak bonds with regions of high
or low electron density, such as ions or other dipoles.
Carbonyl, ester, amide, ether, nitrile, and related groups that
contain such dipolar functions are frequently found in equiv-
alent locations in structurally specific drugs.

The relative importance of the hydrogen bond in the for-
mation of a drug-receptor complex is difficult to assess.
Many drugs possess groups such as carbonyl, hydroxyl,
amino, and imino, with the structural capabilities of acting as
acceptors or donors in the formation of hydrogen bonds.
However, such groups would usually be solvated by water,
as would the corresponding groups on a biological receptor.
Relatively little net change in free energy would be expected
in exchanging a hydrogen bond with a water molecule for
one between drug and receptor. However, in a drug-receptor
combination, several forces could be involved, including the
hydrogen bond, which would contribute to the stability of
the interaction. Where multiple hydrogen bonds may be
formed, the total effect may be sizable, such as that demon-
strated by the stability of the protein a-helix and by the sta-
bilizing influence of hydrogen bonds between specific base
pairs in the double-helical structure of DNA.

Van der Waals forces are attractive forces created by the
polarizability of molecules and are exerted when any two un-
charged atoms approach each other very closely. Their
strength is inversely proportional to the seventh power of the
distance. Although individually weak, the summation of their
forces provides a significant bonding factor in higher—
molecular-weight compounds. For example, it is not possible
to distill normal alkanes with more than 80 carbon atoms, be-
cause the energy of 80 kcal/mol required to separate the mol-
ecules is approximately equal to the energy required to break
a carbon—carbon covalent bond. Flat structures, such as aro-
matic rings, permit close approach of atoms. The aromatic ring
is frequently found in active drugs, and a reasonable explana-
tion for its requirement for many types of biological activity
may be derived from the contributions of this flat surface to
van der Waals binding to a correspondingly flat receptor area.

The hydrophobic bond is a concept used to explain attrac-
tive interactions between nonpolar regions of the receptor and
the drug. Explanations such as the isopropyl moiety of the
drug fits into a hydrophobic cleft on the receptor composed of
the hydrocarbon side chains of the amino acids valine,
isoleucine, and leucine are commonly used to explain why a
nonpolar substituent at a particular position on the drug mol-
ecule is important for activity. Over the years, the concept of
hydrophobic bonds has developed. There has been consider-
able controversy over whether the bond actually exists.
Thermodynamic arguments on the gain in entropy (decrease
in ordered state) when hydrophobic groups cause a partial
collapse of the ordered water structure on the surface of the
receptor have been proposed to validate a hydrophobic bond-
ing model. There are two problems with this concept. First,
the term hydrophobic implies repulsion. The term for attrac-
tion is hydrophilicity. Second, and perhaps more important,
there is no truly water-free region on the receptor. This is true
even in the areas populated by the nonpolar amino acid side
chains. An alternate approach is to consider only the concept
of hydrophilicity and lipophilicity. The predominating water
molecules solvate polar moieties, effectively squeezing the
nonpolar residues toward each other.

STERIC FEATURES OF DRUGS

Regardless of the ultimate mechanism by which the drug and
the receptor interact, the drug must approach the receptor and
fit closely to its surface. Steric factors determined by the
stereochemistry of the receptor site surface and that of the
drug molecules are, therefore, of primary importance in de-
termining the nature and the efficiency of the drug—receptor
interaction. With the possible exception of the general anes-
thetics, such drugs must possess a high structural specificity
to initiate a response at a particular receptor.

Some structural features contribute a high structural
rigidity to the molecule. For example, aromatic rings are
planar, and the atoms attached directly to these rings are
held in the plane of the aromatic ring. Hence, the quaternary
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nitrogen and carbamate oxygen attached directly to the ben-
zene ring in the cholinesterase inhibitor neostigmine are re-
stricted to the plane of the ring, and consequently, the spa-
tial arrangement of at least these atoms is established.

The relative positions of atoms attached directly to mul-
tiple bonds are also fixed. For the double bond, cis- and
trans-isomers result. For example, diethylstilbestrol exists
in two fixed stereoisomeric forms: trans-diethylstilbestrol is
estrogenic, whereas the cis-isomer is only 7% as active. In
trans-diethylstilbestrol, resonance interactions and minimal
steric interference tend to hold the two aromatic rings and
connecting ethylene carbon atoms in the same plane.

trans-Diethylstilbestrol

HO, OH
;
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Geometric isomers, such as the cis- and the frans-isomers,
hold structural features at different relative positions in space.
These isomers also have significantly different physical and
chemical properties. Therefore, their distributions in the bio-
logical medium are different, as are their capabilities for inter-
acting with a biological receptor in a structurally specific
manner. The United States Pharmacopeia recognizes that
there are drugs with vinyl groups whose commercial form
contains both their E- and Z-isomers. Figure 2.13 provides
four examples of these mixtures.

More subtle differences exist for conformational iso-
mers. Like geometric isomers, these exist as different
arrangements in space for the atoms or groups in a single
classic structure. Rotation about bonds allows interconver-
sion of conformational isomers. However, an energy barrier
between isomers is often high enough for their independent
existence and reaction. Differences in reactivity of func-
tional groups or interaction with biological receptors may
be caused by differences in steric requirements of the re-
ceptors. In certain semirigid ring systems, conformational
isomers show significant differences in biological activi-
ties. Methods for calculating these energy barriers are de-
scribed next.

Open chains of atoms, which form an important part of
many drug molecules, are not equally free to assume all pos-
sible conformations; some are sterically preferred. Energy
barriers to free rotation of the chains are present because of
interactions of nonbonded atoms. For example, the atoms
tend to position themselves in space so that they occupy
staggered positions, with no two atoms directly facing each
other (eclipsed). Nonbonded interactions in polymethylene
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Figure 2.13 ® Examples of E- and Z-isomers.
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cule’s configuration.

chains tend to favor the most extended anti conformations,
although some of the partially extended gauche conforma-
tions also exist. Intramolecular bonding between substituent
groups can make what might first appear to be an unfavor-
able conformation favorable.
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The introduction of atoms other than carbon into a chain
strongly influences the conformation of the chain (Fig.
2.14). Because of resonance contributions of forms in
which a double bond occupies the central bonds of esters
and amides, a planar configuration is favored in which
minimal steric interference of bulky substituents occurs.
Hence, an ester may exist mainly in the anti, rather than
the gauche, form. For the same reason, the amide linkage
is essentially planar, with the more bulky substituents oc-
cupying the anti position. Therefore, ester and amide link-
ages in a chain tend to hold bulky groups in a plane and to
separate them as far as possible. As components of the side
chains of drugs, ester and amide groups favor fully ex-
tended chains and also add polar character to that segment
of the chain.

In some cases, dipole—dipole interactions appear to influ-
ence structure in solution. Methadone may exist partially in
a cyclic form in solution because of dipolar attractive forces
between the basic nitrogen and carbonyl group or because of
hydrogen bonding between the hydrogen on the nitrogen
and the carbonyl oxygen (Fig. 2.15). In either conformation,
methadone may resemble the conformationally more rigid
potent analgesics including morphine, meperidine, and their
analogs (see Chapter 24), and it may be this form that inter-
acts with the analgesic receptor. Once the interaction
between the drug and its receptor begins, a flexible drug
molecule may assume a different conformation than that
predicted from solution chemistry.

An intramolecular hydrogen bond usually formed be-
tween donor hydroxy and amino groups and acceptor oxy-
gen and nitrogen atoms, might be expected to add stability
to a particular conformation of a drug in solution.
However, in aqueous solution, donor and acceptor groups
tend to be bonded to water, and little gain in free energy
would be achieved by the formation of an intramolecular
hydrogen bond, particularly if unfavorable steric factors
involving nonbonded interactions were introduced in the

Figure 2.15 @ Stabilization of conforma-
tions by secondary bonding forces.



process. Therefore, internal hydrogen bonds likely play
only a secondary role to steric factors in determining the
conformational distribution of flexible drug molecules.
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Conformational Flexibility and
Multiple Modes of Action

It has been proposed that the conformational flexibility of
most open-chain neurohormones, such as acetylcholine,
epinephrine, serotonin, histamine, and related physiologi-
cally active biomolecules, permits multiple biological
effects to be produced by each molecule, by virtue of their
ability to interact in a different and unique conformation
with different biological receptors. Thus, it has been sug-
gested that acetylcholine may interact with the muscarinic
receptor of postganglionic parasympathetic nerves and
with acetylcholinesterase in the fully extended conforma-
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tion and, in a different, more folded structure, with the
nicotinic receptors at ganglia and at neuromuscular junc-
tions (Fig. 2.16).

Conformationally rigid acetylcholine-like molecules
have been used to study the relationships between these var-
ious possible conformations of acetylcholine and their bio-
logical effects (Fig. 2.16). (+)-trans-2-Acetoxycyclopropyl
trimethylammonium iodide, in which the quaternary nitro-
gen atom and acetoxyl groups are held apart in a conforma-
tion approximating that of the extended conformation of
acetylcholine, was about five times more active than acetyl-
choline in its muscarinic effect on dog blood pressure and
was as active as acetylcholine in its muscarinic effect on the
guinea pig ileum.'® The (+)-trans-isomer was hydrolyzed
by acetylcholinesterase at a rate equal to the rate of hydrol-
ysis of acetylcholine. It was inactive as a nicotinic agonist.
In contrast, the (—)-trans-isomer and the mixed (=)-cis-iso-
mers were, respectively, 1/500 and 1/10,000 as active as
acetylcholine in muscarinic tests on guinea pig ileum and
were inactive as nicotinic agonists. Similarly, the trans diax-
ial relationship between the quaternary nitrogen and ace-
toxyl group led to maximal muscarinic response and rate of
hydrolysis by true acetylcholinesterase in a series of iso-
meric 3-trimethylammonium-2-acetoxydecalins.'® These re-
sults could be interpreted as either that acetylcholine was
acting in a trans conformation at the muscarinic receptor
and not acting in a cisoid conformation at the nicotinic
receptor or that the nicotinic response is highly sensitive
to steric effects of substituents being used to orient the
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molecule. This approach in studying the cholinergic recep-
tor is covered in more detail in Chapter 17.

Optical Isomerism and
Biological Activity

The widespread occurrence of differences in biological ac-
tivities for optical activities has been of particular impor-
tance in the development of theories on the nature of
drug-receptor interactions. Most commercial drugs are
asymmetric, meaning that they cannot be divided into
symmetrical halves. Although D- and L-isomers have the
same physical properties, a large number of drugs are
diastereomeric, meaning that they have two or more asym-
metric centers. Diastereomers have different physical prop-
erties. Examples are the diastereomers ephedrine and
pseudoephedrine. The former has a melting point of 79° and
is soluble in water, whereas pseudoephedrine’s melting

Ephedrine Pseudoephedrine

(Erythro configuration) (Threo configuration)

CH, CH3
H —— OH HO i e H
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NHCH; NHCH,
..CHs CHg
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H K //C H //C
 d v
H HO

Anionic
Site

Receptor
(—)-Epinephrine — more active

point is 118°, and it is only sparingly soluble in water. Keep
in mind that receptors will be asymmetric because they are
mostly protein, meaning that they are constructed from L-
amino acids. A ligand fitting the hypothetical receptor
shown in Figure 2.18 will have to have a positively charged
moiety in the upper left corner and a hydrophobic region in
the upper right. Therefore, one would predict that optical
isomers will also have different biological properties. Well-
known examples of this phenomenon include (—)-
hyoscyamine, which exhibits 15 to 20 times more mydriatic
activity than (+)-hyoscyamine, and (—)-ephedrine, which
shows three times more pressor activity than (+)-ephedrine,
five times more pressor activity than (+)-pseudoephedrine,
and 36 times more pressor activity than (—)-pseu-
doephedrine. All of ascorbic acid’s antiscorbutic properties
reside in the (+) isomer. A postulated fit to epinephrine’s
receptor can explain why (—)-epinephrine exhibits 12 to 15
times more vasoconstrictor activity than (+)-epinephrine.
This is the classical three-point attachment model. For epi-
nephrine, the benzene ring, benzylic hydroxyl, and proto-
nated amine must have the stereochemistry seen with the
(—) isomer to match up with the hydrophobic or aromatic
region, anionic site, and a hydrogen-bonding center on the
receptor. The (+) isomer (the mirror image) will not align
properly on the receptor.

Frequently, the generic name indicates a specific
stereoisomer. Examples include levodopa, dextroampheta-
mine, dextromethorphan, levamisole, dexmethylphenidate,
levobupivacaine, dexlansoprazole, and levothyroxine.
Sometimes, the difference in pharmacological activity be-
tween stereoisomers is dramatic. The dextrorotatory isomers
in the morphine series are cough suppressants with less risk
of substance abuse, whereas the levorotatory isomers (Fig.
2.19) contain the analgesic activity and significant risk of
substance abuse. Although the direction of optical rotation is
opposite to that of the morphine series, dextropropoxyphene
contains the analgesic activity, and the levo-isomer contains
antitussive activity. More recently drugs originally mar-
keted as racemic mixtures are reintroduced using the active
isomer. The generic name of the latter does not readily indi-
cate that the new product is a specific stereoisomer of a
product already in use. Examples include racemic citalo-
pram and its S-enantiomer escitalopram; racemic omepra-
zole and its S-enantiomer esomeprazole; and racemic
modafinil and its R-enantiomer armodafinil.

Figure 2.17 contains examples of drugs with asymmetric
carbons. Some were originally approved as racemic mix-
tures, and later a specific isomer was marketed with claims
of having fewer adverse reactions in patients. An example of
the latter is the local anesthetic levobupivacaine, which is
the S-isomer of bupivacaine. Both the R- and S-isomers have
good local anesthetic activity, but the R-isomer may cause
depression of the myocardium leading to decreased cardiac
output, heart block hypotension, bradycardia, and ventricu-
lar arrhythmias. In contrast, the S-isomer shows less
cardiotoxic responses but still good local anesthetic activity.
Escitalopram is the S-isomer of the antidepressant citalo-
pram. There is some evidence that the R-isomer, which
contains little of the desired selective serotonin reuptake in-
hibition, contributes more to the adverse reactions than does
the S-isomer.

As dramatic as the previous examples of stereoselectivity
may be, sometimes it may not be cost-effective to resolve
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the drug into its stereoisomers. An example is the calcium
channel antagonist verapamil, which illustrates why it is dif-
ficult to conclude that one isomer is superior to the other. S-
Verapamil is a more active pharmacological stereoisomer
than R-verapamil, but the former is more rapidly metabo-
lized by the first-pass effect. First-pass refers to orally ad-
ministered drugs that are extensively metabolized as they
pass through the liver (see Chapter 3). S- and R-warfarin are
metabolized by two different cytochrome P450 isozymes.
Drugs that either inhibit or induce these enzymes can signif-
icantly affect warfarin’s anticoagulation activity.

Because of biotransformations after the drug is adminis-
tered, it sometimes makes little difference whether a
racemic mixture or one isomer is administered. The popular
nonsteroidal anti-inflammatory drug (NSAID) ibuprofen is
sold as the racemic mixture. The S-enantiomer contains the

anti-inflammatory activity by inhibiting cyclooxygenase.
The R-isomer does have centrally acting analgesic activity,
but it is converted to the S form in vivo (Fig. 2.18).

In addition to the fact that most receptors are asymmet-
ric, there are other reasons why stereoisomers show differ-
ent biological responses. Active transport mechanisms
involve asymmetric carrier molecules, which means that
there will be preferential binding of one stereoisomer over
others. When differences in physical properties exist, the
distribution of isomers between body fluids and tissues
where the receptors are located will differ. The enzymes re-
sponsible for drug metabolism are asymmetric, which
means that biological half-lives will differ among possible
stereoisomers of the same molecule. The latter may be a
very important variable because the metabolite may actually
be the active molecule.
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Calculated Conformations

It should now be obvious that medicinal chemists must ob-
tain an accurate understanding of the active conformation of
the drug molecule. Originally, molecular models were con-
structed from kits containing various atoms of different va-
lence and oxidation states. Thus, there would be carbons
suitable for carbon—carbon single, double, and triple bonds;
carbon—oxygen bonds for alcohols or ethers and the car-
bonyl moiety; carbon—nitrogen bonds for amines, amides,
imines, and nitrites; and carbons for three-, four-, five-, and
larger-member rings. More complete sets include various
heteroatoms including nitrogen, oxygen, and sulfur in vari-
ous oxidation states. These kits might be ball and stick, stick
or wire only, or space filling. The latter contained attempts
at realistically visualizing the effect of a larger atom such as
sulfur relative to the smaller oxygen. The diameters of the
atoms in these kits are proportional to the van der Waals
radii, usually corrected for overlap effects. In contrast, the
wire models usually depict accurate intra-atomic distances
between atoms. A skilled chemist using these kits usually
can obtain a reasonably accurate 3D representation. This is
particularly true if it is a moderately simple molecule with
considerable rigidity. An extreme example is a steroid with
the relatively inflexible fused-ring system. In contrast, mol-
ecules with chains consisting of several atoms can assume
many shapes. Yet, there will be a best shape or conforma-
tion that can be expected to fit onto the receptor. The num-
ber of conformers can be estimated from Equation 2.17.
Calculating the global minimum, the lowest-energy confor-
mation, can be a difficult computational problem. Assume
that there are three carbon—carbon freely rotatable single
bonds that are rotated in 10-degree increments. Equation
2.17 states that there are 46,656 different conformations.

360 No. rotatable bonds
Number of conformers = (———————
angle increment

(Eq. 2.17)

There are three common quantitative ways to obtain esti-
mations of preferred molecular shapes required for a good

fit at the receptor. The first, which is the oldest and consid-
ered the most accurate, is x-ray crystallography. When prop-
erly done, resolution down to a few angstrom units can be
obtained. This permits an accurate mathematical description
of the molecule, providing atomic coordinates in 3D space
that can be drawn by using a chemical graphics program. A
serious limitation of this technique is the requirement for a
carefully grown crystal. Some chemicals will not form crys-
tals. Others form crystals with mixed symmetries.
Nevertheless, with the newer computational techniques, in-
cluding high-speed computers, large databases of x-ray
crystallographic data are now available. These databases
can be searched for structures, including substructures, sim-
ilar to the molecule of interest. Depending on how close is
the match, it is possible to obtain a pretty good idea of the
low-energy conformation of the drug molecule. This is a
common procedure for proteins and nucleic acids after
obtaining the amino acid and nucleotide sequences, respec-
tively. Obtaining these sequences is now largely an auto-
mated process.

There also is the debate that asks if the conformation
found in the crystal represents the conformation seen by the
receptor. For rigid molecules, it probably is. The question is
very difficult to answer for flexible molecules. A common
technique is to determine the crystal structure of a protein
accurately and then soak the crystal in a nonaqueous solu-
tion of the drug. This allows the drug molecules to diffuse
into the active site. The resulting crystal is reanalyzed using
different techniques, and the bound conformation of the
drug can be determined rapidly without redoing the entire
protein. Often, the structure of a bound drug can be deter-
mined in a day or less.

Because of the drawbacks to x-ray crystallography, two
purely computational methods that require only a knowl-
edge of the molecular structure are used. The two ap-
proaches are known as quantum mechanics and molecular
mechanics. Both are based on assumptions that (a) a mole-
cule’s 3D geometry is a function of the forces acting on the
molecule and (b) these forces can be expressed by a set of
equations that pertain to all molecules. For the most part,
both computational techniques assume that the molecule is
in an isolated system. Solvation effects from water, which
are common to any biological system, tend to be ignored, al-
though this is changing with increased computational
power. Calculations now can include limited numbers of
water molecules, where the number depends on the amount
of available computer time. Interestingly, many crystals
grown for x-ray analysis can contain water in the crystal lat-
tice. High-resolution nuclear magnetic resonance (NMR)
provides another means of obtaining the structures of
macromolecules and drugs in solution.

There are fundamental differences between the quantum
and molecular mechanics approaches, and they illustrate the
dilemma that can confront the medicinal chemist. Quantum
mechanics is derived from basic theoretical principles at the
atomic level. The model itself is exact, but the equations
used in the technique are only approximate. The molecular
properties are derived from the electronic structure of the
molecule. The assumption is made that the distribution of
electrons within a molecule can be described by a linear sum
of functions that represent an atomic orbital. (For carbon,
this would be s, p, py, etc.) Quantum mechanics is compu-



tation intensive, with the calculation time for obtaining an
approximate solution increasing by approximately N* times,
where N is the number of such functions. Until the advent of
the high-speed supercomputers, quantum mechanics in its
pure form was restricted to small molecules. In other words,
it was not practical to conduct a quantum mechanical analy-
sis of a drug molecule.

To make this technique more practical, simplifying tech-
niques have been developed. Whereas the computing time is
decreased, the accuracy of the outcome is also lessened. In
general, use of calculations of the quantum mechanics type
in medicinal chemistry is a method that is still waiting to
happen. It is being used by laboratories with access to large-
scale computing, but there is considerable debate about its
utility, because so many simplifying approximations must
be made for larger molecules.

To overcome the limitation of quantum mechanics, there
has been motivation to develop alternative approaches to
calculation conformations of flexible molecules. The rea-
son is that manipulation of computer models is much supe-
rior to the use of traditional physical models. Mathematical
models using quantum mechanics or the more common
force field methods (see later) better account for the inher-
ent flexibility of molecules than do hard sphere physical
models. In addition, it is easy to superimpose one or more
molecular models on a computer and to color each structure
separately for ease of viewing. Medicinal chemists use the
superimposed structures to identify the necessary structural
features and the 3D orientation (pharmacophore) responsi-
ble for the observed biological activity. The display of the
multiple conformations available to a single molecule can
provide valuable information about the conformational
space available to druglike molecules. Rather than measur-
ing bond distances with a ruler, as was done years ago with
handheld models, it is relatively easy to query a computer-
generated molecular display. Because the coordinates for
each atom are stored in computer memory, rapid data re-
trieval is achieved. Moreover, the shape and size of a mo-
lecular system can be visualized and quantified, unlike the
situation with handheld models, when only visual inspec-
tions are possible. Exactly how much energy does it cost to
rotate torsion angles from one position to the next?
Understanding drug volumes and molecular shapes is criti-
cally important when defining the complementary (nega-
tive volume image) receptor sites needed to accommodate
the drug molecule.

High-resolution computer graphics that accompany the
conformation calculations have revolutionized the way
drug design is carried out. Once a molecular structure has
been entered into a molecular modeling software program,
the structure can be viewed from any desired perspective.
The dihedral angles can be rotated to generate new confor-
mations, and functional groups can be eliminated or
modified almost effortlessly. As indicated previously, the
molecular features (bond lengths, bond angles, nonbonded
distances, etc.) can be calculated readily from the stored 3D
coordinates.

Because of ease of calculations relative to quantum me-
chanics, medicinal chemists are embracing molecular me-
chanics. Force field calculations rest on the fundamental
concept that a ball-and-spring model may be used to approx-
imate a molecule.?®! That is, the stable relative positions of
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the atoms in a molecule are a function of through-bond and
through-space interactions, which may be described by
relatively simple mathematical relationships. The complex-
ity of the mathematical equations used to describe the ball-
and-spring model is a function of the nature, size, and shape
of the structures. Moreover, the fundamental equations used
in force fields are much less complicated than those found
in quantum mechanics. For example, small strained organic
molecules require greater detail than less strained systems
such as peptides and proteins. Furthermore, it is assumed
that the total energy of the molecule is a summation of the
individual energy components, as outlined in Equation 2.18.
In other words, the total energy (Eoy) is divided into energy
components, which are attributed to bond stretching
(Esuretching)» angle bending (Epending), Nonbonded interactions
(Enonbonded)> torsion interactions (Eiysion), and coupled
energy terms (Ecrossterms)- Lhe cross-terms combine two
interrelated motions (bend-stretch, stretch—stretch, tor-
sion—stretch, etc.). The division of the total energy into
terms associated with distortions from equilibrium values is
the way most chemists and biological scientists tend to think
about molecules.

Etotal = 2bondsEslrclching + 2anglesEbending
+ 2nonbonded(EVDW + Eelectrostatics)

+ 2fdihedralsE‘torsion + EEcross»terms (Eq 218)

Each atom is defined (parameterized) in terms of these
energy terms. What this means is that the validity of molec-
ular mechanics depends on the accuracy of the parameteri-
zation process. Historically, saturated hydrocarbons have
proved easy to parameterize, followed by selective het-
eroatoms such as ether oxygens and amines. Unsaturated
systems, including aromaticity, caused problems because of
the delocalization of the electrons, but this seems to have
been solved. Charged atoms such as the carboxylate anion
and protonated amine can prove to be a real problem, par-
ticularly if the charge is delocalized. Nevertheless, molecu-
lar mechanics is being used increasingly by medicinal
chemists to gain a better understanding of the preferred
conformation of drug molecules and the macromolecules
that compose a receptor. The computer programs are read-
ily available and run on relatively inexpensive, but power-
ful, desktop computers.

The only way to test the validity of the outcome from
either quantum or molecular mechanics calculations is to
compare the calculated structure or property with actual
experimental data. Obviously, crystallographic data provide
a reliable measure of the accuracy of at least one of the low-
energy conformers. Because that is not always feasible,
other physical chemical measurements are used for compar-
ison. These include comparing calculated vibrational ener-
gies, heats of formation, dipole moments, and relative
conformational energies with measured values. When re-
sults are inconsistent, the parameter values are adjusted.
This readjustment of the parameters is analogous to the frag-
ment approach for calculating octanol/water partition coef-
ficients. The values for the fragments and the accompanying
correction factors are determined by comparing calculated
partition coefficients with a large population of experimen-
tally determined partition coefficients.
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Figure 2.19 ® Potential energy for butane. The energy
(kcal/mol) is plotted on the y-axis versus the torsion
angle Cgp3-Cop3-Cop3-Csp3, Which is plotted on the x-axis.
There are three minima. The two gauche conformers are
higher in energy that the anti conformer by approxi-
mately 0.9 kcal/mol.

A simplified energy diagram for the hydrocarbon bu-
tane is shown in Figure 2.19. It illustrates that the energy
rises and falls during rotation around the central Cgp3—Cqp3
bond as a function of the relative positions of the methyl
groups. The peaks on the curve correspond to energy
maxima, whereas the valleys correspond to energy min-
ima. For butane, there are two different types of minima:
one is for the anti butane conformation and the other two
correspond to the gauche butane conformations. The anti
conformation is the global minimum, meaning it has the
absolute lowest energy of the three possible low-energy
conformations. The differences in the conformational en-
ergies cannot be attributed to steric interactions alone.
Structures with more than one rotatable bond have multi-
ple minima available. Knowing the permissible conforma-
tions available to druglike molecules is important for
design purposes.

A more typical energy diagram is shown in Figure 2.20.
Notice that some of the minima are nearly equivalent, and it
is easy to move from one minimum to another. From energy
diagrams alone, it is difficult to answer the question, which
of the ligand’s low or moderately low conformations fits
onto the receptor? This question can be answered partially
by assuming that lower-energy conformations are more
highly populated and thus more likely to interact with the re-
ceptor. Nevertheless, specific interactions such as hydrogen
bond formation and dipole—dipole interactions can affect the
energy levels of different conformations. Therefore, the
bound conformation of a drug is seldom its lowest-energy
conformation.

Because looking solely at the molecule can lead to am-
biguous conclusions regarding the conformation when
docking at the receptor, this has lead to calculating confor-
mations of the macromolecule that is the receptor and
visualizing the results. A capability that today’s graphics
software is representing molecular structures in many
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Figure 2.20 ® Diagram showing the energy maxima and
minima as two substituted carbons connected by a single
bond are rotated 360 degrees relative to each other.

different ways, depending on the properties one decides to
highlight. Dorzolamide is a good example of a drug that
involved computer-aided drug design (CADD) methods in
its development.?? Figure 2.21 shows a standard represen-
tation of dorzolamide from a molecular modeling software
package. The atoms can be color coded in various ways
according to the different properties that one might want
to highlight. As noted previously, however, it is important
to know the size and shape of the molecule. Various
representations are possible. A convenient visualization
technique is to have the atoms and bonds displayed simul-
taneously with the van der Waals surface represented by
an even distribution of dots. These dot surfaces are con-
venient, in that the atomic connectivity is shown along
with the appropriate size and shape of the molecular
surface. As computer graphics technology has improved,
it has become possible to represent the surface as a
translucent volume, shown in Figure 2.22, in which the

Figure 2.21 ® A computer-generated representation of
dorzolamide. The structure has been energy minimized
using Spartan ‘08.



Figure 2.22 ® The ball-and-stick minimized model is
displayed with superimposed translucent van der Waals
surface showing both atomic connectivity of the
molecular structure and its 3D shape and size.

molecular structure appears to be embedded in a clear gel-
atin material.
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Finally, computer graphics images of drug-receptor in-
teractions, whether taken from x-ray crystal data or in silico
generated, provide insight into the binding interactions, as
shown in Figure 2.23. A full display of all the atomic cen-
ters in a protein structure gives too much detail. Most com-
monly, as shown in Figure 2.23, a ribbon structure traces the
backbone of the protein main chain.?® The Richardson
approach is another commonly used display to highlight
secondary structural features, in which cylinders denote -
helices, arrows denote B-sheets, and tubes are used for coils
and turns.?*

Because drug molecules make contact with solvents and
receptor sites through surface contacts, it is paramount to
have accurate methods to represent molecular surfaces cor-
rectly. Algorithms have been developed for such purposes,
and they continue to be improved. The most straightforward
way to represent a molecular shape is by the so-called van
der Waals surface (Fig. 2.22), in which each constituent
atom contributes its exposed surface to the overall molecu-
lar surface. Each atom is assigned a volume corresponding
to its van der Waals radius, and only the union of atomic
spheres contributes. These van der Waals surfaces have
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Figure 2.23 ® A computer-generated representation of
a thienothipyran-2-sulfonamide bound to the active site
of carbonic anhydrase. Note that the ribbon has been
traced through the protein backbone. Proteins are com-
monly displayed this way.

small crevices and pockets that cannot make contact with
solvent molecules. Another surface, known as the solvent
accessible or Connolly surface, can be generated.25 The al-
gorithm takes the van der Waals surface and rolls a sphere,
having the volume of a water molecule with a radius of 1.4
A, across it. Wherever the sphere makes contact with the
original surface, a new surface is created. This expanded
surface is a more realistic representation of what water mol-
ecules contact. Another similar solvent-accessible surface is
known as the Lee and Richards surface.?® This surface is
constructed in an analogous way, with a sphere rolled over
the van der Waals surface, but the boundary is taken as a
line connecting the center of mass of the sphere from point
to point. Also, it is possible to calculate the solvent excluded
surface. The polar and nonpolar surface areas can be used as
QSAR descriptors, and many computer models for solvation
use solvent-accessible surface areas (SASA). Commonly,
the electrostatic density may be displayed on the surface of
a molecular structure, providing an easily recognized color
coded grid that may be used to infer the complementary
binding functional groups of the putative receptor.

A goal of docking programs is to screen large dataset to
locate compounds that appear to have the atomic structure
and conformation to dock readily at the receptor. Although
there are several software programs available, their ability to
differentiate between known ligands and decoys has not
reached a level that this approach to searching databases has
become standard. In other words, the programs will selected
valid ligands and show them docking accordingly with the
receptor, but they also docked the decoys and also usually
do a poor job of predicting ligand binding affinity.?”*® So
challenging is this problem that a database of docking de-
coys has been created.”®
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Three-Dimensional Quantitative
Structure-Activity Relationships

With molecular modeling becoming more common, the
QSAR paradigm that traditionally used physicochemical de-
scriptors on a two-dimensional molecule can be adapted to
3D space. Essentially, the method requires knowledge of the
3D shape of the molecule. Accurate modeling of the mole-
cule is crucial. A reference (possibly the prototype molecule)
or shape is selected against which all other molecules are
compared. The original method called for overlapping the
test molecules with the reference molecule and minimizing
the differences in overlap. Then, distances were calculated
between arbitrary locations on the molecule. These distances
were used as variables in QSAR regression equations.
Although overlapping rigid ring systems such as tetracy-
clines, steroids, and penicillins are relatively easy, flexible
molecules can prove challenging. Examine the following hy-
pothetical molecule. Depending on the size of the various R
groups and the type of atom represented by X, a family of
compounds represented by this molecule could have various
conformations. Even when the conformations might be
known with reasonable certainty, the reference points crucial
for activity must be identified. Is the overlap involving the
tetrahedral carbon important for activity? Or should the five-
membered ring provide the reference points? And which way
should it be rotated? Assuming that Ry, is an important part of
the pharmacophore, should the five-membered ring be ro-
tated so that Ry, is pointed down or up? These are not trivial
questions, and successful 3D-QSAR studies have depended
on just how the investigator positions the molecules relative
to each other. There are several instances in which appar-
ently very similar structures have been shown to bind to a
given receptor in different orientations.

R
~ /€
cl R, O=¢
ne\ e
/
CH, X\
Rb/Q
Rqg

There are various algorithms for measuring the degree of
conformational and shape similarities, including molecular
shape analysis (MSA),*” distance geometry,®' and molecu-
lar similarity matrices.>>** Many of the algorithms use
graph theory, in which the bonds that connect the atoms of
a molecule can be thought of as paths between specific
points on the molecule. Molecular connectivity is a com-
monly used application of graph theory.*-¢

Besides comparing how well a family of molecules
overlaps with a reference molecule, there are sophisticated
software packages that determine the physicochemical pa-
rameters located at specific distances from the surface of the
molecule. An example of this approach is comparative mo-
lecular field analysis (CoMFA).*”*® The hypothetical mole-
cule is placed in a grid (Fig. 2.24) and its surface sampled at
a specified distance. The parameter types include steric,
Lennard-Jones potentials and other quantum chemical pa-
rameters, electrostatic and steric parameters, and partition
coefficients. The result is thousands of independent vari-
ables. Standard regression analysis requires that the dimen-
sionality be reduced and rigorous tests of validity be used.
Partial least squares (PLS) has been the most common
statistical method used. Elegant as the CoMFA algorithm
is for explaining ligand—-receptor interactions for a set of
molecules, the method alone does not readily point the

Figure 2.24 ® Molecule situated in a
CoMFA grid.




investigator toward the next molecule that should be synthe-
sized. To get around the problem of strict alignment of one
particular conformation with another, there are methods that
sample several possible conformations of a set of possible
ligands. This is called 4D-QSAR.*

The CoMFA methodology is used in similarity analyses
comparing molecular conformers’ ability to bind to a recep-
tor. This is called comparative molecular similarity indices
analysis or CoOMSIA.*° It is similar to CoMFA in that the
molecules are aligned in a grid, but differs in the type of in-
dices or descriptors with Gaussian functions producing de-
scriptors that describe binding to the receptor being the
most useful.

Database Searching and Mining

As pointed out previously, receptors can be isolated and
cloned. This means that it is possible to determine their
structures. Most are proteins and that means having to deter-
mine their amino acid sequence. This can be done either by
degrading the protein or by obtaining the nucleotide se-
quence of the structural gene coding for the receptor and
using the triplet genetic code to determine the amino acid
sequence. The parts of the receptor that bind the drug (lig-
and) can be determined by site-directed mutagenesis. This
alters the nucleotide sequence at specific points on the gene
and, therefore, changes specific amino acids. Also, keep in
mind that many enzymes become receptors when the goal is
to alter their activity. Examples of the latter include acetyl-
cholinesterase, monoamine oxidase, HIV protease, rennin,
ACE, and tetrahydrofolate reductase.

The starting point is a database of chemical structures.
They may belong to large pharmaceutical or agrochemical
firms that literally have synthesized the compounds in the
database and have them sitting on the shelf. Alternatively,
the database may be constructed so that several different
chemical classes and substituent patterns are represented.
(See discussion of isosterism in the next section.) The first
step is to convert the traditional or historical two-
dimensional molecules into 3D structures whose intramole-
cular distances are known. Keeping in mind the problems of
finding the “correct” conformation for flexible molecule,
false hits and misses might result from the search. Next, the
dimensions of the active site must be determined. Ideally,
the receptor has been crystallized, and from the coordinates,
the intramolecular distances between what are assumed to
be key locations are obtained. If the receptor cannot be
crystallized, there are methods for estimating the 3D shape
based on searching crystallographic databases and matching
amino acid sequences of proteins whose tertiary structure
has been determined.

Fortunately, the crystal structures of literally thousands
of proteins have been determined, and their structures have
been stored in the Brookhaven Protein Databank. It is now
known that proteins with similar functions have similar
amino acid sequences in various regions of the protein.
These sequences tend to show the same shapes in terms of
a-helix, parallel and antiparallel B-pleated forms, turns in
the chain, etc. Using this information plus molecular
mechanics parameters, the shape of the protein and the di-
mensions of the active site can be estimated. Figure 2.25
contains the significant components of a hypothetical ac-
tive site. Notice that four amino acid residues at positions
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Phe
/147

Lys
102

Figure 2.25 ® Diagram of a hypothetical receptor site,
showing distances between functional groups.

25,73, 102, and 147 have been identified as important ei-
ther for binding the ligand to the site or for the receptor’s
intrinsic activity. Keep in mind that Figure 2.25 is a two-
dimensional representation of a 3D image. Therefore, the
distances between amino acid residues must take into ac-
count the fact that each residue is above or below the
planes of the other three residues. For an artificial ligand to
“dock,” or fit into the site, six distances must be consid-
ered: (a) Lys—Glu, (b) Glu-Phe, (c) Phe—Ser, (d) Ser—Lys,
(e) Glu—Phe, and (f) Lys—Phe. In reality, not all six dis-
tances may be important. In selecting potential ligands,
candidates might include a positively charged residue
(protonated amine), aromatic ring, hydrogen bond donor or
acceptor (hydroxy, phenol, amine, nitro), and hydrogen
bond acceptor or a negatively charged residue (carboxyl-
ate) that will interact with the aspartate, phenylalanine,
serine, and lysine residues, respectively. A template is con-
structed containing the appropriate residues at the proper
distances with correct geometries, and the chemical data-
base is searched for molecules that fit the template. A de-
gree of fit or match is obtained for each “hit.” Their bio-
logical responses are obtained, and the model for the
receptor is further refined. New, better-defined ligands
may be synthesized.

In addition to the interatomic distances, the chemical
databases will contain important physicochemical values in-
cluding partition coefficients, electronic terms, molar refrac-
tivity, pK,’s, solubilities, and steric values. Arrangements of
atoms may be coded by molecular connectivity or other
topological descriptors. The result is a “flood of data” that
requires interpretation, large amounts of data storage, and
rapid means of analysis. Compounds usually must fit within
defined limits that estimate ADME.

Chemical databases can contain hundreds of thousands
of molecules that could be suitable ligands for a receptor.
But, no matter how good the fit is to the receptor, the candi-
date molecule is of no use if the absorption is poor or if the
drug is excreted too slowly from the body. An analysis of
2,245 drugs has led to a set of “rules” called the Lipinski
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Rule of Five.**** A candidate molecule is more likely to
have poor absorption or permeability if:

1. The molecular weight exceeds 500.

2. The calculated octanol/water partition coefficient ex-
ceeds 5.

3. There are more than 5 H-bond donors expressed as the
sum of O—H and N-H groups.

4. There are more than 10 H-bond acceptors expressed as
the sum of N and O atoms.

Because of misses when searching or mining databases,
there have been two suggested changes. The first of these is
to take into account the fact that many compounds will be
significantly ionized at physiological pH and, therefore, use
the distribution coefficient log D with an upper limit of 5.5
rather than a log P of 5.** Similar results have been found
when evaluating herbicides and pesticides.** A second sug-
gested modification of the Rule of Five gives specific ranges
for log P, molar refractivity, molecular weight and number
of atoms (Table 2.10).*

The rapid evaluation of large numbers of molecules is
sometimes called high-throughput screening (Fig. 2.26).
The screening can be in vitro, often measuring how well the
tested molecules bind to cloned receptors or enzyme active
sites. Robotic devices are available for this testing. Based on
the results, the search for viable structures is narrowed, and
new compounds are synthesized. The criteria for activity
will be based on structure and physicochemical values.
QSAR, including 3D-QSAR, models can be developed to
aid in designing new active ligands.

Alternatively, the search may be virtual. Again starting
with the same type of database and the dimensions of the
active site, the ability of the compounds in the database to fit
or bind is estimated. The virtual receptor will include both its
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TABLE 2.10 Suggested Modifications to the Lipinski
Rule of Five

Druglike Preferred

Range Range Mean
Log P —0.4-5.6 1.3-4.1 2.3
Molar Refractivity 40-130 70-110 97
Molecular Weight 160-480 230-390 360
No. of Atom 20-70 30-55 48

Source: Ghose, A. K., Viswanadhan, V. N., and Wendoloski, J. J.: J. Comb.
Chem. 1:55, 1999.

dimensions and physicochemical characteristic. Keeping in
mind that the receptor is a protein, there will be hydrogen
bond acceptors and donors (serine, threonine, tyrosine), posi-
tively and negatively charged side chains (lysine, histidine,
glutamic acid, aspartic acid), nonpolar or hydrophobic side
chains (leucine, isoleucine, valine, alanine), and induced
dipoles (phenylalanine, tyrosine). The type of groups that will
be attracted or repulsed by the type of amino acid side chain
is coded into the chemical database. The virtual screening will
lead to development of a refined model for good binding, and
the search is repeated. When the model is considered valid, it
must be tested by actual screening in biological test systems
and by synthesizing new compounds to test its validity.

Another approach to searching a database of compounds
is the use of the chemical fragments described earlier.
There is ongoing debate regarding what type of fragments
will result in the most Aits. Nevertheless, there now are
fragment libraries constructed around the range of the frag-
ments’ physicochemical properties, solubilities, molecular
diversity, and drug likeness based on their presence in ex-
isting compounds.*®

Chemical tested
in an in vitro or
biological system

Target Receptor

Enzyme Active Site

Evaluation done
entirely by computer

Chemical Structure
Database
(includes descriptors)

Chemical Structure
Database
(includes descriptors)

N

Refine Model

j/

High-Throughput
Screening

Virtual Screening

Assay

(in vitro or virtual)

Results

Figure 2.26 ® High-throughput screening.



Isosterism

In the process of designing new pharmacologically active
compounds or searching databases, it is important to not re-
strict the definition of the structures to specific atoms. An im-
portant concept is isosterism, a term that has been used widely
to describe the selection of structural components—the steric,
electronic, and solubility characteristics that make them inter-
changeable in drugs of the same pharmacological class. The
concept of isosterism has evolved and changed significantly
in the years since its introduction by Langmuir in 1919.%’
Langmuir, while seeking a correlation that would explain
similarities in physical properties for nonisomeric molecules,
defined isosteres as compounds or groups of atoms having the
same number and arrangement of electrons. Isosteres that
were isoelectric (i.e., with the same total charge as well as the
same number of electrons) would possess similar physical
properties. For example, the molecules N, and CO both pos-
sess 14 total electrons and no charge and show similar physi-
cal properties. Related examples described by Langmuir were
CO,, N,O, N; 7, and NCO™ (Table 2.11).

With increased understanding of the structures of mole-
cules, less emphasis has been placed on the number of elec-
trons involved, because variations in hybridization during
bond formation may lead to considerable differences in the
angles, lengths, and polarities of bonds formed by atoms with
the same number of peripheral electrons. Even the same atom
may vary widely in its structural and electronic characteristics
when it forms part of a different functional group. Thus, ni-
trogen is part of a planar structure in the nitro group but forms
the apex of a pyramidal structure in ammonia and amines.

Groups of atoms that impart similar physical or chemical
properties to a molecule because of similarities in size, elec-
tronegativity, or stereochemistry are now frequently referred
to by the general term of isostere. The early recognition that
benzene and thiophene were alike in many of their properties
(Fig. 2.27) led to the term ring equivalents for the vinylene
group (—CH=—=CH—) and divalent sulfur (—S—). This con-
cept has led to replacement of the sulfur atom in the phenothi-
azine ring system of tranquilizing agents with the vinylene

benzene
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TABLE 2.11 Commonly Used Alicyclic Chemical Isosteres

A. Univalent atoms and groups

(1) —CHs —NH, —OH —F —l
2) —dl —SH
(3) —Br —i—Pr
B. Bivalent atoms and groups
(1) —CH— —NH— —O0— —S5—
(2) —COCH,R —CONHR
(3) —CO;R —COSR
C. Trivalent atoms and groups
(1) —CH= —N=

Source: Silverman, R. B.: The Organic Chemistry of Drug Design and Drug
Action. New York, Academic Press, 1992.

group to produce the dibenzodiazepine class of antidepres-
sant drugs. The vinylene group in an aromatic ring system
may be replaced by other atoms isosteric to sulfur, such as
oxygen (furan) or NH (pyrrole); however, in such cases, aro-
matic character is significantly decreased (Fig. 2.27).

Examples of isosteric pairs that possess similar steric and
electronic configurations are the carboxylate (COO™) and
sulfonamide (SO,NR™) ions; ketone (C=0) and sulfone
(O=S=0); chloride (Cl") and trifluoromethyl (CF3); hy-
drogen (—H) and fluorine (—F); hydroxy (—OH) and amine
(—NH,); hydroxy (—OH) and thiol (—SH). Divalent ether
(—0—), sulfide (—S—), amine (—NH—), and methylene
(—CH,—) groups, although dissimilar electronically, are
sufficiently alike in their steric nature to be frequently inter-
changeable in designing new drugs.*®

Compounds may be altered by isosteric replacements of
atoms or groups, to develop analogs with select biological
effects or to act as antagonists to normal metabolites. Each
series of compounds showing a specific biological effect
must be considered separately, because there are no general
rules that predict whether biological activity will be in-
creased or decreased. Some examples of this type follow.

When a group is present in a part of a molecule in which it
may be involved in an essential interaction or may influence

ofsXsls

pyridine thiophene furan pyrrole

00 QO

cyclopentane

CLC

phenothiazine

Figure 2.27 ® Examples of isosteric ring
systems.

tetrahydrothiophene

tetrahydrofuran pyrrolidine

N—
b
H

dibenzodiazepine
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Figure 2.28 ® Examples of how isosterism produces drugs that inhibit the activity of

the native metabolite.

the reactions of neighboring groups, isosteric replacement
sometimes produces analogs that act as antagonists. The 6-
NH, and 6-OH groups appear to play essential roles in the hy-
drogen-bonding interactions of base pairs during nucleic acid
replication in cells (Fig. 2.28). Adenine, hypoxanthine and the
antineoplastic 6-mercaptopurine illustrate how substitution of
the significantly weaker hydrogen-bonding isosteric
sulfhydryl groups results in a partial blockage of this interac-
tion and a decrease in the rate of cellular synthesis. Similarly,
replacement of the hydroxyl group of pteroylglutamic
acid (folic acid) by the isosteric amino group and addition of
the methyl group to the p-aminobenzoate leads to the widely
used methotrexate, a folate antimetabolite. Replacement of
the hydrogen at the 5-position of uracil with the isosteric flu-
orine producing 5-fluorouracil blocks the methylation step
leading to thymine.

As a better understanding of the nature of the interac-
tions between drug-metabolizing enzymes and biological
receptors develops, selection of isosteric groups with
particular electronic, solubility, and steric properties
should permit the rational preparation of drugs that act
more selectively. At the same time, results obtained by the
systematic application of the principles of isosteric re-
placement are aiding in the understanding of the nature of
these receptors.

Are There Drugs Developed Using the
Newer Computer-Aided Drug Design
Methods?

The same question asked in the discussion of QSAR must be
asked regarding the newer CADD methods. Are their com-
mercial products that were discovered using these techniques?

Here, the answer is yes. The example of dorzolamide is one.
Others include the ACE-inhibitor captopril and HIV protease
inhibitors nelfinavir and amprenavir. In reality, modern
CADD is used in combination with structure-based drug de-
sign and QSAR. These methods permit the medicinal chemist
to focus more quickly on the structural components that en-
hance activity and provide receptor specificity.**->°

) SELECTED WEB PAGES

The field of drug design, particularly those aspects that are
computer intensive, is increasingly being featured on Web
pages. Faculty and students might find it instructive to
search the Web at regular intervals. Many university chem-
istry departments have organized Web pages that provide
excellent linkages. Listed are a small number of representa-
tive sites that feature drug design linkages. Some have ex-
cellent illustrations. These listings should not be considered
any type of endorsement by the author, editors, or publisher.
Indeed, some of these sites may disappear.

http://www.nih.gov/

(Search terms: QSAR; molecular modeling)
http://www.cooper.edu/engineering/chemechem/monte.html
http://www.clunet.edu/BioDev/omm/gallery.htm
http://www.netsci.org/Science/Compchem/feature19.html
http://www.pomona.edu/

(Search terms: QSAR; medicinal chemistry)
http://www.umass.edu/microbio/rasmol/index2.htm
http://www.webmo.net/
http://www.molinspiration.com/cgi-bin/properties
http://www.pharma-algorithms.com/webboxes/


http://www.nih.gov/
http://www.cooper.edu/engineering/chemechem/monte.html
http://www.clunet.edu/BioDev/omm/gallery.htm
http://www.netsci.org/Science/Compchem/feature19.html
http://www.pomona.edu/
http://www.umass.edu/microbio/rasmol/index2.htm
http://www.webmo.net/
http://www.molinspiration.com/cgi-bin/properties
http://www.pharma-algorithms.com/webboxes/
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® REVIE W Q UESTI ONS @&

. Name at least two ways that a drug’s pharmacological

half-life may be shortened following administration.

. Define conjugate acid and conjugate base.

. Estimate the percent ionization of acetic acid (pK, 4.8) at

pH 3.8 and at pH 5.8.

. Would you expect selegiline to be more water soluble or

insoluble at physiological pH. (Look up selegiline’s pK,
in the Appendix.)

5. What does each of the following acronyms represent?
QSAR, CADD, CoMFA, CoMSIA, Log P, Log D, HTS

6. Rank order the following bond types from weakest to
strongest: van der Waals, covalent, hydrogen, ionic,
dipole—dipole.

7. What is Lipinski Rule of Five? Give one application
where it can be applied.
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CHAPTER 3

Metabolic Changes of Drugs and
Related Organic Compounds

STEPHEN J. CUTLER AND JOHN H. BLOCK

CHAPTER OVERVIEW
Metabolic Changes of Drugs and Related Organic
Compounds describes the human metabolic processes of
various functional groups found in therapeutic agents. The
importance of a chapter on metabolism lies in the fact that
drug interactions are based on these processes. For phar-
macists to be good practitioners, it is necessary for them to
understand why certain drugs are contraindicated with
other drugs. This chapter attempts to describe the various
phases of drug metabolism, the sites where these biotrans-
formations will occur, the role of specific enzymes, metab-
olism of specific functional groups, and several examples
of the metabolism of currently used therapeutic agents.

Metabolism plays a central role in the elimination of
drugs and other foreign compounds (xenobiotics) from the
body. A solid understanding of drug metabolic pathways is
an essential tool for pharmacists in their role of selecting
and monitoring appropriate drug therapy for their patients.
Most organic compounds entering the body are relatively
lipid soluble (lipophilic). To be absorbed, they must tra-
verse the lipoprotein membranes of the lumen walls of the
gastrointestinal (GI) tract. Then, once in the bloodstream,
these molecules can diffuse passively through other mem-
branes and be distributed effectively to reach various tar-
get organs to exert their pharmacological actions. Because
of reabsorption in the renal tubules, lipophilic compounds
are not excreted to any substantial extent in the urine.
Xenobiotics then meet their metabolic fate through various
enzyme systems that change the parent compound to ren-
der it more water soluble (hydrophilic). Once the metabo-
lite is sufficiently water soluble, it may be excreted from
the body. The previous statements show that a working
knowledge of the ADME (absorption, distribution, metab-
olism, and excretion) principles is vital for successful de-
termination of drug regimens.

If lipophilic drugs, or xenobiotics, were not metabolized
to polar, readily excretable water-soluble products, they
would remain indefinitely in the body, eliciting their biolog-
ical effects. Thus, the formation of water-soluble metabo-
lites not only enhances drug elimination, but also leads to
compounds that are generally pharmacologically inactive
and relatively nontoxic. Consequently, drug metabolism re-
actions have traditionally been regarded as detoxication (or
detoxification) processes.! Unfortunately, it is incorrect to
assume that drug metabolism reactions are always detoxify-
ing. Many drugs are biotransformed to pharmacologically
active metabolites. These metabolites may have significant

activity that contributes substantially to the pharmacologi-
cal or toxicological effect(s) ascribed to the parent drug.
Occasionally, the parent compound is inactive when admin-
istered and must be metabolically converted to a biologi-
cally active drug (metabolite).>> These types of compounds
are referred to as prodrugs. In addition, it is becoming
increasingly clear that not all metabolites are nontoxic.
Indeed, many adverse effects (e.g., tissue necrosis, carcino-
genicity, teratogenicity) of drugs and environmental con-
taminants can be attributed directly to the formation of
chemically reactive metabolites that are highly detrimental
to the body.*® This concept is more important when the
patient has a disease state that inhibits or expedites xenobi-
otic metabolism. Also, more and more drug metabolites are
being found in our sewage systems. These compounds may
be nontoxic to humans but harmful to other animals or the
environment.

© GENERAL PATHWAYS OF DRUG
METABOLISM

Drug metabolism reactions have been divided into two
categories: phase I (functionalization) and phase II
(conjugation) reactions.'” Phase I, or functionalization
reactions, include oxidative, reductive, and hydrolytic
biotransformations (Table 3.1).> The purpose of these
reactions is to introduce a functional polar group(s) (e.g.,
OH, COOH, NH,, SH) into the xenobiotic molecule to pro-
duce a more water-soluble compound. This can be achieved
by direct introduction of the functional group (e.g., aro-
matic and aliphatic hydroxylation) or by modifying or “un-
masking” existing functionalities (e.g., reduction of ketones
and aldehydes to alcohols; oxidation of alcohols to acids;
hydrolysis of ester and amides to yield COOH, NH,, and
OH groups; reduction of azo and nitro compounds to give
NH, moieties; oxidative N-, O-, and S-dealkylation to give
NH,, OH, and SH groups). Although phase I reactions may
not produce sufficiently hydrophilic or inactive metabo-
lites, they generally tend to provide a functional group or
“handle” on the molecule that can undergo subsequent
phase II reactions.

The purpose of phase II reactions is to attach small,
polar, and ionizable endogenous compounds such as gluc-
uronic acid, sulfate, glycine, and other amino acids to the
functional handles of phase I metabolites or parent com-
pounds that already have suitable existing functional
groups to form water-soluble conjugated products.
Conjugated metabolites are readily excreted in the urine

43
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TABLE 3.1 General Summary of Phase | and Phase Il
Metabolic Pathways

Phase | or Functionalization Reactions

Oxidative Reactions
Oxidation of aromatic moieties
Oxidation of olefins
Oxidation at benzylic, allylic carbon atoms, and carbon
atoms a to carbonyl and imines
Oxidation at aliphatic and alicyclic carbon atoms
Oxidation involving carbon-heteroatom systems:
Carbon-nitrogen systems (aliphatic and aromatic amines;
includes N-dealkylation, oxidative deamination, N-oxide
formation, N-hydroxylation)
Carbon-oxygen systems (O-dealkylation)
Carbon-sulfur systems (S-dealkylation, S-oxidation, and
desulfuration)
Oxidation of alcohols and aldehydes
Other miscellaneous oxidative reactions

Reductive Reactions

Reduction of aldehydes and ketones
Reduction of nitro and azo compounds
Miscellaneous reductive reactions

Hydrolytic Reactions
Hydrolysis of esters and amides
Hydration of epoxides and arene oxides by epoxide hydrase

Phase Il or Conjugation Reactions

Glucuronic acid conjugation

Sulfate conjugation

Conjugation with glycine, glutamine, and other amino acids
Glutathione or mercapturic acid conjugation

Acetylation

Methylation

and are generally devoid of pharmacological activity and
toxicity in humans. Other phase II pathways, such as
methylation and acetylation, terminate or attenuate biolog-
ical activity, whereas glutathione (GSH) conjugation pro-
tects the body against chemically reactive compounds or
metabolites. Thus, phase I and phase II reactions comple-

H,Cj
3\10\'_'0
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H3C\i\O
CH

7-Hydroxy-A'-THC

ment one another in detoxifying, and facilitating the elim-
ination of, drugs and xenobiotics.

To illustrate, consider the principal psychoactive con-
stituent of marijuana, A°-tetrahydrocannabinol (A°-THC, also
known as A'-THC, depending on the numbering system
being used). This lipophilic molecule (octanol/water partition
coefficient ~6,000)? undergoes allylic hydroxylation to give
11-hydroxy-A°-THC in humans.'®!" More polar than its par-
ent compound, the 11-hydroxy metabolite is further oxidized
to the corresponding carboxylic acid derivative A°>-THC-11-
oic acid, which is ionized (pK, COOH ~5) at physiological
pH. Subsequent conjugation of this metabolite (either at the
COOH or phenolic OH) with glucuronic acid leads to water-
soluble products that are readily eliminated in the urine.'?

In the series of biotransformations, the parent A°>-THC
molecule is made increasingly polar, ionizable, and hy-
drophilic. The attachment of the glucuronyl moiety (with its
ionized carboxylate group and three polar hydroxyl groups;
see structure) to the A’-THC metabolites notably favors par-
titioning of the conjugated metabolites into an aqueous
medium. This is an important point in using urinalysis to
identify illegal drugs.

The purpose of this chapter is to provide students with a
broad overview of drug metabolism. Various phase I and
phase II biotransformation pathways (see Table 3.1) are out-
lined, and representative drug examples for each pathway
are presented. Drug metabolism examples in humans are
emphasized, although discussion of metabolism in other
mammalian systems is necessary. The central role of the cy-
tochrome P450 (CYP) monooxygenase system in oxidative
drug biotransformation is elaborated. Discussion of other
enzyme systems involved in phase I and phase II reactions
is presented in their respective sections. In addition to
stereochemical factors that may affect drug metabolism, bi-
ological factors such as age, sex, heredity, disease state, and
species variation are considered. The effects of enzyme in-
duction and inhibition on drug metabolism and a section on
pharmacologically active metabolites are included.

COOH
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Where R = OH
OH
H
CSHﬂ B-Glucuronyl
Moiety

Glucuronide conjugate at either
COOH or phenolic OH group



Chapter 3 @ Metabolic Changes of Drugs and Related Organic Compounds 45

© SITES OF DRUG BIOTRANSFORMATION

Although biotransformation reactions may occur in many
tissues, the liver is, by far, the most important organ in drug
metabolism and detoxification of endogenous and exoge-
nous compounds.'® Another important site, especially for
orally administered drugs, is the intestinal mucosa. The
latter contains the CYP3A4 isozyme (see discussion on
cytochrome nomenclature) and P-glycoprotein that can cap-
ture the drug and secrete it back into the intestinal tract. In
contrast, the liver, a well-perfused organ, is particularly rich
in almost all of the drug-metabolizing enzymes discussed in
this chapter. Orally administered drugs that are absorbed
into the bloodstream through the GI tract must pass through
the liver before being further distributed into body compart-
ments. Therefore, they are susceptible to hepatic metabo-
lism known as the first-pass effect before reaching the sys-
temic circulation. Depending on the drug, this metabolism
can sometimes be quite significant and results in decreased
oral bioavailability. For example, in humans, several drugs
are metabolized extensively by the first-pass effect.'* The
following list includes some of those drugs:

Isoproterenol Morphine Propoxyphene
Lidocaine Nitroglycerin Propranolol
Meperidine Pentazocine Salicylamide

Some drugs (e.g., lidocaine) are removed so effectively
by first-pass metabolism that they are ineffective when
given orally."> Nitroglycerin is administered buccally to
bypass the liver.

Because most drugs are administered orally, the intestine
appears to play an important role in the extrahepatic metab-
olism of xenobiotics. For example, in humans, orally admin-
istered isoproterenol undergoes considerable sulfate conju-
gation in the intestinal wall.'® Several other drugs (e.g.,
levodopa, chlorpromazine, and diethylstilbestrol)!” are also
reportedly metabolized in the GI tract. Esterases and lipases
present in the intestine may be particularly'® important in
carrying out hydrolysis of many ester prodrugs (see
“Hydrolytic Reactions”). Bacterial flora present in the intes-
tine and colon appear to play an important role in the reduc-
tion of many aromatic azo and nitro drugs (e.g., sul-
fasalazine).'”?® Intestinal B-glucuronidase enzymes can
hydrolyze glucuronide conjugates excreted in the bile,
thereby liberating the free drug or its metabolite for possible
reabsorption (enterohepatic circulation or recycling).?!

Although other tissues, such as kidney, lungs, adrenal
glands, placenta, brain, and skin, have some drug-
metabolizing capability, the biotransformations that they
carry out are often more substrate selective and more
limited to particular types of reaction (e.g., oxidation, glu-
curonidation).?? In many instances, the full metabolic ca-
pabilities of these tissues have not been explored fully.

© ROLE OF CYTOCHROME P450
MONOOXYGENASES IN OXIDATIVE
BIOTRANSFORMATIONS

Of the various phase I reactions that are considered in this
chapter, oxidative biotransformation processes are, by far,
the most common and important in drug metabolism. The

TABLE 3.2 Cytochrome P450 Enzymes Nomenclature

CYP-Arabic Number-Capital Letter-Arabic Number

1. CYP: Cytochrome P450 enzymes
2. Arabic number: Family (CYP1, CYP2, CYP3, etc.)

Must have more than 40% identical amino acid sequence
3. Capital letter: Subfamily (CYP1A, CYP2C, CYP3A, etc.)
Must have more than 55% identical amino acid sequence

4. Arabic number: Individual enzyme in a subfamily
(CYP1A2, CYP2C9, CYP2D6, CYP2E1, CYP3A4, etc.)

Identity of amino acid sequences can exceed 90%

general stoichiometry that describes the oxidation of many
xenobiotics (R-H) to their corresponding oxidized metabo-
lites (R-OH) is given by the following equation:**

RH + NADPH + O, + H" ROH + NADP* + H,0

The enzyme systems carrying out this biotransformation
are referred to as mixed-function oxidases or monooxygen-
ases.>** There is a large family that carry out the same
basic chemical reactions. Their nomenclature is based on
amino acid homology and is summarized in Table 3.2.
There are four components to the name. CYP refers to the
cytochrome system. This is followed by the Arabic number
that specifies the cytochrome family (CYP1, CYP2, CYP3,
etc.). Next is a capital letter that represents the subfamily
(CYPIA, CYPI1B, CYP2A, CYP2B, CYP3A, CYP3B, etc.).
Finally, the cytochrome name ends with another Arabic
number that specifies the specific enzyme responsible for a
particular reaction (CYP1A2, CYP2C9, CYP2CI9,
CYP3A4, etc.).

The reaction requires both molecular oxygen and the re-
ducing agent NADPH (reduced form of nicotinamide adeno-
sine dinucleotide phosphate). During this oxidative process,
one atom of molecular oxygen (O5) is introduced into the sub-
strate R-H to form R-OH and the other oxygen atom is incor-
porated into water. The mixed-function oxidase system?® is
actually made up of several components, the most important
being the superfamily of CYP enzymes (currently at 57 genes
[http://drnelson.utmem.edu/CytochromeP450.html]), which
are responsible for transferring an oxygen atom to the sub-
strate R-H. Other important components of this system
include the NADPH-dependent CYP reductase and the
NADH-linked cytochrome bs. The latter two components,
along with the cofactors NADPH and NADH, supply the
reducing equivalents (electrons) needed in the overall
metabolic oxidation of foreign compounds. The proposed
mechanistic scheme by which the CYP monooxygenase
system catalyzes the conversion of molecular oxygen to an
“activated oxygen” species is elaborated below.

The CYP enzymes are heme proteins.?’” The heme por-
tion is an iron-containing porphyrin called protoporphyrin
IX, and the protein portion is called the apoprotein. CYP is
found in high concentrations in the liver, the major organ in-
volved in the metabolism of xenobiotics. The presence of
this enzyme in many other tissues (e.g., lung, kidney, intes-
tine, skin, placenta, adrenal cortex) shows that these tissues
have drug-oxidizing capability too. The name cyfochrome
P450 is derived from the fact that the reduced (Fe®™)
form of this enzyme binds with carbon monoxide to form a
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complex that has a distinguishing spectroscopic absorption
maximum at 450 nm.?8

One important feature of the hepatic CYP mixed-
function oxidase system is its ability to metabolize an al-
most unlimited number of diverse substrates by various
oxidative transformations.?® This versatility is believed to
be a result of the substrate nonspecificity of CYP as well
as the presence of multiple forms of the enzyme.*® Some
of these P450 enzymes are selectively inducible by various
chemicals (e.g., phenobarbital, benzo[a]pyrene, 3-methyl-
cholanthrene).>! One of these inducible forms of the en-
zyme (cytochrome P448)3? is of particular interest and is
discussed later in this section.

The CYP monooxygenases are located in the endoplas-
mic reticulum, a highly organized and complex network
of intracellular membranes that is particularly abundant in
tissues such as the liver.>®> When these tissues are dis-
rupted by homogenization, the endoplasmic reticulum
loses its structure and is converted into small vesicular
bodies known as microsomes. Mitochondria house many
of the cytochrome enzymes that are responsible for the
biosynthesis of steroidal hormones and metabolism of cer-
tain vitamins.

Microsomes isolated from hepatic tissue appear to re-
tain all of the mixed-function oxidase capabilities of intact
hepatocytes; because of this, microsomal preparations
(with the necessary cofactors, e.g., NADPH, Mg”) are
used frequently for in vitro drug metabolism studies.
Because of its membrane-bound nature, the CYP
monooxygenase system appears to be housed in a lipoidal
environment. This may explain, in part, why lipophilic

Oxidized Product

R-OH [P-450 (Fet?)]

[P-450 (Fe*3)] [RH]

l

[0}
Proposed ““Activated Oxygen'’ Species

H, 0

2Ht

[P-450 (Fe*?)] [R-H]

02=

xenobiotics are generally good substrates for the
monooxygenase system.>*

The catalytic role that the CYP monooxygenase system
plays in the oxidation of xenobiotics is summarized in the
cycle shown in Figure 3.1.>737 The initial step of this
catalytic reaction cycle starts with the binding of the
substrate to the oxidized (Fe*") resting state of CYP to form
a P450-substrate complex. The next step involves the
transfer of one electron from NADPH-dependent CYP re-
ductase to the P450-substrate complex. This one-electron
transfer reduces Fe®' to Fe?". It is this reduced (Fe?™)
P450-substrate complex that is capable of binding dioxygen
(O,). The dioxygen—P450-substrate complex that is formed
then undergoes another one-electron reduction (by CYP
reductase-NADPH and/or cytochrome bs reductase-NADH)
to yield what is believed to be a peroxide dianion—P450
(Fe’*)-substrate complex. Water (containing one of the
oxygen atoms from the original dioxygen molecule) is
released from the latter intermediate to form an activated
oxygen—P450-substrate complex (Fig. 3.2). The activated
oxygen [FeO]*" in this complex is highly electron deficient
and a potent oxidizing agent. The activated oxygen is trans-
ferred to the substrate (R-H), and the oxidized substrate
product (R-OH) is released from the enzyme complex to re-
generate the oxidized form of CYP.

The key sequence of events appears to center around the
alteration of a dioxygen—P450-substrate complex to an acti-
vated oxygen—P450-substrate complex, which can then ef-
fect the critical transfer of oxygen from P450 to the sub-
strate.>’>® In view of the potent oxidizing nature of the
activated oxygen being transferred, it is not surprising CYP

Substrate
R-H

[P-450 (Fe*3)] [RH]

e~ (NADPH)
Cytochrome P-450 Reductase

co
[P-450 (Fe*?)] [RH] ————> [P-450 (Fe*?)] [RH]

co

chromophore
0, absorbs at
450 nm

[P-450 (Fe*?)] [RH]

0,

e” (NADPH or NADH)
Cytochrome P-450 Reductase
or Cytochrome bs Reductase

Figure 3.1 ® Proposed catalytic reaction cycle involving cytochrome P450 in the

oxidation of xenobiotics.
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] Simplified
apoprotein portion

Figure 3.2 ® Simplified depiction of the
proposed activated oxygen-cytochrome
P450-substrate complex. Note the
simplified apoprotein portion and the
heme (protoporphyrin IX) portion or

Heme (protoporphyrin I X) portion
with “Activated Oxygen’’

(0]

4,_H—_R_/—

cytochrome P450 and the proximity of
the substrate R-H undergoing oxidation.

Substrate binding site

can oxidize numerous substrates. The mechanistic details of
oxygen activation and transfer in CYP-catalyzed reactions
continue to be an active area of research in drug metabo-
lism.** The many types of oxidative reaction carried out by
CYP are enumerated in the sections below. Many of these
oxidative pathways are summarized schematically in
Figure 3.3 (see also Table 3.1).%

The versatility of CYP in carrying out various oxida-
tion reactions on a multitude of substrates may be attrib-
uted to the multiple forms of the enzyme. Consequently,
students must realize that the biotransformation of a par-
ent xenobiotic to several oxidized metabolites is carried
out not just by one form of P450 but, more likely, by sev-
eral different forms. Extensive studies indicate that the
apoprotein portions of various CYPs differ from one an-
other in their tertiary structure (because of differences in
amino acid sequence or the makeup of the polypeptide
chain).?”3%-39-4! Because the apoprotein portion is impor-
tant in substrate binding and catalytic transfer of activated

Arenols Arene Oxides

aliphatic, etc.)

OH 0
- Epoxides |
@ /O\ —C—OH
Cc—C |

oxygen, these structural differences may account for some
substrates being preferentially or more efficiently oxi-
dized by one particular form of CYP. Finally, because of
the enormous number of uncommon reactions that are cat-
alyzed by P450, the reader is directed to other articles of
interest.*?

© OXIDATIVE REACTIONS

Oxidation of Aromatic Moieties

Aromatic hydroxylation refers to the mixed-function oxida-
tion of aromatic compounds (arenes) to their corresponding
phenolic metabolites (arenols).*> Almost all aromatic hydrox-
ylation reactions are believed to proceed initially through an
epoxide intermediate called an “arene oxide,” which re-
arranges rapidly and spontaneously to the arenol product in
most instances. The importance of arene oxides in the forma-
tion of arenols and in other metabolic and toxicologic

Carbon Hydroxylation
(includes benzylic, allylic

OH
R—N—H —R—N"
| | -
- “Activated Oxygen” /
Miscellaneous N - _
Oxidations %[ (FeO]** ] R ITI CH,R —R ITJH + O——C\
s=c | | H
S=P R—O—CHj R—N—R—N—0
—S—CH, | |
0=C 0 R—OH N-Hydroxylation
— . N-Dealkylation and
O=P — SH—S—CH O-Dealkylation Oxidative Deamination
Desulfuration ’ 3 N-Oxide Formation

S-Dealkylation
and S-Oxidation

Figure 3.3 ® Schematic summary of cytochrome P450-catalyzed oxidation reactions.
(Adapted from Ullrich, V.: Top. Curr. Chem. 83:68, 1979.)
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reactions is discussed below.***> Our attention now focuses on
the aromatic hydroxylation of several drugs and xenobiotics.

° OH

Arene Arene Oxide Arenol

Most foreign compounds containing aromatic moieties
are susceptible to aromatic oxidation. In humans, aromatic
hydroxylation is a major route of metabolism for many
drugs containing phenyl groups. Important therapeutic
agents such as propranolol,*®*’ phenobarbital,*® phenyt-
0in,*-3%  phenylbutazone,’'>>  atorvastatin,>®> 17a-
ethinylestradiol,**>> and (S)(—)-warfarin,’® among others,
undergo extensive aromatic oxidation (Fig. 3.4 shows
structure and site of hydroxylation). In most of the drugs
just mentioned, hydroxylation occurs at the para posi-
tion.”” Most phenolic metabolites formed from aromatic
oxidation undergo further conversion to polar and water-
soluble glucuronide or sulfate conjugates, which are read-

ily excreted in the urine. For example, the major urinary

Propranolol Phenobarbital
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C.Hg

Phenylbutazone

0
||

oy CH,
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Warfarin Amphetaminge
S( - )-Enantiomer

in Humans

\©\ HO™ 3

Atorvastatin

is the
49,50

metabolite of phenytoin found in humans
O-glucuronide conjugate of p-hydroxyphenytoin.
Interestingly, the para-hydroxylated metabolite of phenyl-
butazone, oxyphenbutazone, is pharmacologically active
and has been marketed itself as an anti-inflammatory agent
(Tandearil, Oxalid).”">? Of the two enantiomeric forms of
the oral anticoagulant warfarin (Coumadin), only the more
active S(—) enantiomer has been shown to undergo sub-
stantial aromatic hydroxylation to 7-hydroxywarfarin in
humans.>® In contrast, the (R)(+) enantiomer is metabo-
lized by keto reduction®® (see “Stereochemical Aspects of
Drug Metabolism”).

Often, the substituents attached to the aromatic ring
may influence the ease of hydroxylation.’” As a general
rule, microsomal aromatic hydroxylation reactions appear
to proceed most readily in activated (electron-rich) rings,
whereas deactivated aromatic rings (e.g., those containing
electron-withdrawing groups Cl, -N*R;, COOH,
SO,NHR) are generally slow or resistant to hydroxyl-
ation. The deactivating groups (Cl, -N"H==C) present in
the antihypertensive clonidine (Catapres) may explain
why this drug undergoes little aromatic hydroxylation in
humans.*®>° The uricosuric agent probenecid (Benemid),
with its electron-withdrawing carboxy and sulfamido
groups, has not been reported to undergo any aromatic hy-
droxylation.%®

Phenytoin

OH

2

17a-Ethinylestradiol

Figure 3.4 ® Examples of drugs and xenobiotics that undergo aromatic hydroxylation
in humans. Arrow indicates site of aromatic hydroxylation.
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In compounds with two aromatic rings, hydroxylation
occurs preferentially in the more electron-rich ring. For
example, aromatic hydroxylation of diazepam (Valium)
occurs primarily in the more activated ring to yield
4'-hydroxydiazepam.®' A similar situation is seen in the
7-hydroxylation of the antipsychotic agent chlorpromazine
(Thorazine)®> and in the para-hydroxylation of
p-chlorobiphenyl to p-chloro-p’-hydroxybiphenyl.®®

Cl-
cl H COOH
. N
N=( ]
H N
cl H
SO,N(CH,CH,CHy,),

Clonidine Hydrochloride Probenecid

Recent environmental pollutants, such as polychlorinated
biphenyls (PCBs) and 2,3,7,8-tetrachlorodibenzo-p-dioxin
(TCDD), have attracted considerable public concern over
their toxicity and health hazards. These compounds appear
to be resistant to aromatic oxidation because of the numer-
ous electronegative chlorine atoms in their aromatic rings.
The metabolic stability coupled to the lipophilicity of these
environmental contaminants probably explains their long
persistence in the body once absorbed.®*6°

4 Hﬂo e DL
Cl CH CH CH N(CH )

O Chlorpromazine
g
OO

Diazepam p-Chlorobipheny!

Arene oxide intermediates are formed when a double
bond in aromatic moieties is epoxidized. Arene oxides are
of significant toxicologic concern because these intermedi-
ates are electrophilic and chemically reactive (because of
the strained three-membered epoxide ring). Arene oxides
are mainly detoxified by spontaneous rearrangement to
arenols, but enzymatic hydration to trans-dihydrodiols and
enzymatic conjugation with GSH also play very important
roles (Fig. 3.5).%>** If not effectively detoxified by the first
three pathways in Figure 3.5, arene oxides will bind cova-
lently with nucleophilic groups present on proteins, de-
oxyribonucleic acid (DNA), and ribonucleic acid (RNA),
thereby leading to serious cellular damage.>*® This, in
part, helps explain why benzene can be so toxic to mam-

malian systems.
cl, 7 0 3 Cl

cl,, Cl

2.3.7.8-Tetrachlorodibenzo-p-dioxin
(TCDD)

Polychlorinated
Biphenyl Mixtures

The number of chlorine
atoms (m.n) present in
two aromatic rings varies
considerably

Quantitatively, the most important detoxification reac-
tion for arene oxides is the spontaneous rearrangement to
corresponding arenols. Often, this rearrangement is ac-
companied by a novel intramolecular hydride (deuteride)
migration called the “NIH shift.”®” It was named after the
National Institutes of Health (NIH) laboratory in Bethesda,
Maryland, where this process was discovered. The general
features of the NIH shift are illustrated with the mixed-
function aromatic oxidation of 4-deuterioanisole to 3-
deuterio-4-hydroxyanisole in Figure 3.6.°

After its metabolic formation, the arene oxide ring opens
in the direction that generates the most resonance-stabilized
carbocation (positive charge on C-3 carbon is resonance sta-
bilized by the OCHj; group). The zwitterionic species (posi-
tive charge on the C-3 carbon atom and negative charge on
the oxygen atom) then undergoes a 1,2-deuteride shift (NIH
shift) to form the dienone. Final transformation of the
dienone to 3-deuterio-4-hydroxyanisole occurs with the
preferential loss of a proton because of the weaker bond en-
ergy of the C—H bond (compared with the C-D bond). Thus,
the deuterium is retained in the molecule by undergoing this
intramolecular NIH shift. The experimental observation of
an NIH shift for aromatic hydroxylation of a drug or xeno-
biotic is taken as indirect evidence for the involvement of an
arene oxide.

In addition to the NIH shift, the zwitterionic species may
undergo direct loss of D™ to generate 4-hydroxyanisole, in
which there is no retention of deuterium (Fig. 3.6). The alter-
native pathway (direct loss of D*) may be more favorable
than the NIH shift in some aromatic oxidation reactions.
Therefore, depending on the substituent group on the arene,
some aromatic hydroxylation reactions do not display any
NIH shift.

Two extremely important enzymatic reactions also aid in
neutralizing the reactivity of arene oxides. The first of these
involves the hydration (i.e., nucleophilic attack of water on the
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Figure 3.5 ® Possible reaction pathways for arene oxides. (Data are from Daly, J. W.,
et al.: Experientia 28:1129, 1972; Jerina, D. M., and Daly, J. W.: Science 185:573, 1974;
and Kaminsky, L. S.: In Anders, M. W. [ed.]. Bioactivation of Foreign Compounds. New
York, Academic Press, 1985, p. 157.)
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epoxide) of arene oxides to yield inactive trans-dihydrodiol
metabolites (Fig. 3.5). This reaction is catalyzed by microso-
mal enzymes called epoxide hydrases.®’° Often, epoxide
hydrase inhibitors, such as cyclohexene oxide and 1,1,1-
trichloropropene-2,3-oxide, have been used to demonstrate
the detoxification role of these enzymes. Addition of these in-
hibitors is accompanied frequently by increased toxicity of the
arene oxide being tested, because formation of nontoxic dihy-
drodiols is blocked. For example, the mutagenicity of
benzo[a]pyrene-4,5-oxide, as measured by the Ames
Salmonella typhimurium test system, is potentiated when cy-
clohexene oxide is added.”’ Dihydrodiol metabolites have
been reported in the metabolism of several aromatic hydrocar-
bons (e.g., naphthalene, benzo[a]pyrene, and other related
polycyclic aromatic hydrocarbons).** A few drugs (e.g.,
phenytoin,”? phenobarbital,”® glutethimide’) also yield
dihydrodiol products as minor metabolites in humans.
Dihydrodiol products are susceptible to conjugation with
glucuronic acid, as well as enzymatic dehydrogenation to the
corresponding catechol metabolite, as exemplified by the me-
tabolism of phenytoin.”?

J oy

Cyclohexane
oxide

1,1,1-Trichloropropene
2,3-oxide

Benzo[a]pyrene
4,5-oxide

Phenytoin

p-Hydroxyphenytoin
(conjugated as glucuronide)

Q=0 -0,

Arene Oxide
Glutathione

Adduct

A second enzymatic reaction involves nucleophilic ring
opening of the arene oxide by the sulthydryl (SH) group
present in GSH to yield the corresponding trans-1,2-
dihydro-1-S-glutathionyl-2-hydroxy adduct, or GSH
adduct (Fig. 3.5).** The reaction is catalyzed by various
GSH S-transferases.’”” Because GSH is found in practically
all mammalian tissues, it plays an important role in the
detoxification not only of arene oxides but also of other
various chemically reactive and potentially toxic interme-
diates. Initially, GSH adducts formed from arene oxides
are modified in a series of reactions to yield “premercap-
turic acid” or mercapturic acid metabolites.”® Because it is
classified as a phase II pathway, GSH conjugation is cov-
ered in greater detail later in this chapter.

Because of their electrophilic and reactive nature,
arene oxides also may undergo spontaneous reactions
with nucleophilic functionalities present on biomacromol-
ecules.*** Such reactions lead to modified protein, DNA,
and RNA structures and often cause dramatic alterations
in how these macromolecules function. Much of the cyto-
toxicity and irreversible lesions caused by arene oxides
are presumed to result from their covalent binding to cel-
lular components. Several well-established examples of
reactive arene oxides that cause serious toxicity are pre-
sented below.

Administration of bromobenzene to rats causes severe
liver necrosis.”” Extensive in vivo and in vitro studies in-
dicate that the liver damage results from the interaction of
a chemically reactive metabolite, 4-bromobenzene oxide,
with hepatocytes.”® Extensive covalent binding to hepatic

HsCs
i OH
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_—
07 N"No  OH
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(conjugated)
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tissue was confirmed by use of radiolabeled bromoben-
zene. The severity of necrosis correlated well with the
amount of covalent binding to hepatic tissue. Use of di-
ethyl maleate or large doses of bromobenzene in rats
showed that the depletion of hepatic GSH led to more se-
vere liver necrosis.

Br Br Br

GSH
 —

o \ OH
SG

4-Bromobenzene Covalent Binding
Oxide (liver necrosis)

Bromobenzene

Polycyclic aromatic hydrocarbons are ubiquitous envi-
ronmental contaminants that are formed from auto emis-
sion, refuse burning, industrial processes, cigarette smoke,
and other combustion processes. Benzo[a/]pyrene, a potent
carcinogenic agent, is perhaps the most extensively studied
of the polycyclic aromatic hydrocarbons.” Inspection of
its structure reveals that aromatic hydroxylation of
benzo[a]pyrene can occur at several positions. The identi-
fication of several dihydrodiol metabolites is viewed as
indirect evidence for the formation and involvement of
arene oxides in the metabolism of benzo[a]pyrene.
Although certain arene oxides of benzo[a]pyrene (e.g., 4,5-
oxide, 7,8-oxide, 9,10-oxide) appear to display some
mutagenic and tumorigenic activity, it does not appear
that they represent the ultimate reactive species responsible
for benzo[a]pyrene’s carcinogenicity. In recent years,
extensive studies have led to the characterization of a
specific sequence of metabolic reactions (Fig. 3.7) that ge-
nerate a highly reactive intermediate that covalently binds
to DNA. Metabolic activation of benzo[a]pyrene to the

ultimate carcinogenic species involves an initial epoxida-
tion reaction to form the 7,8-oxide, which is then converted
by epoxide hydrase to (—)-7(R),8(R)-dihydroxy-7,8-
dihydrobenzo[a]pyrene.®® The two-step enzymatic for-
mation of this frans-dihydrodiol is stereospecific.
Subsequent epoxidation at the 9,10-double bond of the lat-
ter metabolite generates predominantly (+)-7(R),8(S)-dihy-
droxy-9(R),10(R)-oxy-7,8,9,10-tetrahydrobenzo[« ]pyrene
or (+)7,8-diol-9,10-epoxide. It is this key electrophilic diol
epoxide metabolite that readily reacts with DNA to form
many covalently bound adducts.®'~® Careful degradation
studies have shown that the principal adduct involves attack
of the C-2 amino group of deoxyguanosine at C-10 of the
diol epoxide. Clearly, these reactions are responsible for
genetic code alterations that ultimately lead to the malig-
nant transformations. Covalent binding of the diol epoxide
metabolite to deoxyadenosine and to deoxycytidine also
has been established.®*

Another carcinogenic polycyclic aromatic hydrocarbon,
7,12-dimethylbenz[a]anthracene, also forms covalent
adducts with nucleic acids (RNA).® The ultimate carcino-
genic reactive species apparently is the 5,6-oxide that results
from epoxidation of the 5,6-double bond in this aromatic hy-
drocarbon. The arene oxide intermediate binds covalently to
guanosine residues of RNA to yield the two adducts.

Oxidation of Olefins

The metabolic oxidation of olefinic carbon—carbon double
bonds leads to the corresponding epoxide (or oxirane).
Epoxides derived from olefins generally tend to be some-
what more stable than the arene oxides formed from aro-
matic compounds. A few epoxides are stable enough to be
directly measurable in biological fluids (e.g., plasma, urine).
Like their arene oxide counterparts, epoxides are susceptible
to enzymatic hydration by epoxide hydrase to form trans-
1,2-dihydrodiols (also called 1,2-diols or 1,2-dihydroxy

10 “ ‘OO
9 O
8 8 =
HO®
7 7
© OH

Benzo[a]pyrene
@)

N

CT %

N™>N7

H
| NH
deoxyribose  HO,,, l1 0 l -

HO”
OH

Covalently Bound Deoxyguanosine
Benzo[a]pyrene Adduct

7,8-Oxide

7 8-trans-Dihydrodiol

(+)-7,8-Diol-9,10-epoxide

Figure 3.7 ® Metabolic sequence leading to the formation of the ultimate carcino-
genic species of benzo[a]pyrene: (+)-7R, 85-dihydroxy-9R, 10-oxy-7,8,9,10-tetrahy-
drobenzo[alpyrene or (+)-7,8-diol-9,10-epoxide.
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7,12-Dimethylbenz[ a]anthracene 5,6-Oxide

compounds).®’° In addition, several epoxides undergo
GSH conjugation.®¢

A well-known example of olefinic epoxidation is the
metabolism, in humans, of the anticonvulsant drug carba-
mazepine (Tegretol) to carbamazepine-10,11-epoxide.®’
The epoxide is reasonably stable and can be measured quan-
titatively in the plasma of patients receiving the parent drug.
The epoxide metabolite may have marked anticonvulsant
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Where R =

activity and, therefore, may contribute substantially to the
therapeutic effect of the parent drug.®® Subsequent hydra-
tion of the epoxide produces 10,11-dihydroxycarba-
mazepine, an important urinary metabolite (10%—-30%) in
humans.®’

Epoxidation of the olefinic 10,11-double bond in
the antipsychotic agent protriptyline (Vivactil)®® and in
the H,-histamine antagonist cyproheptadine (Periactin)’®

trans-10,11-Dihydroxy-
carbamazepine
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also occurs. Frequently, the epoxides formed from the
biotransformation of an olefinic compound are minor
products, because of their further conversion to the corre-
sponding 1,2-diols. For instance, dihydroxyalcofenac is a
major human urinary metabolite of the once clinically use-
ful anti-inflammatory agent alclofenac.”’ The epoxide
metabolite from which it is derived, however, is present in
minute amounts. The presence of the dihydroxy metabolite
(secodiol) of secobarbital, but not the epoxide product, has
been reported in humans.”>

Indirect evidence for the formation of epoxides comes
also from the isolation of GSH or mercapturic acid metabo-
lites. After administration of styrene to rats, two urinary
metabolites were identified as the isomeric mercapturic acid
derivatives resulting from nucleophilic attack of GSH on the
intermediate epoxide.”® In addition, styrene oxide cova-
lently binds to rat liver microsomal proteins and nucleic
acids.”* These results indicate that styrene oxide is relatively
reactive toward nucleophiles (e.g., GSH and nucleophilic
groups on protein and nucleic acids).

@)
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There are, apparently, diverse metabolically generated
epoxides that display similar chemical reactivity toward
nucleophilic functionalities. Accordingly, the toxicity of
some olefinic compounds may result from their metabolic
conversion to chemically reactive epoxides.”> One example
that clearly links metabolic epoxidation as a biotoxification
pathway involves aflatoxin B;. This naturally occurring car-
cinogenic agent contains an olefinic (C2—C3) double bond
adjacent to a cyclic ether oxygen. The hepatocarcinogenic-
ity of aflatoxin B; has been clearly linked to its metabolic
oxidation to the corresponding 2,3-oxide, which is ex-
tremely reactive.”®®” Extensive in vitro and in vivo meta-
bolic studies indicate that this 2,3-oxide binds covalently to
DNA, RNA, and proteins. A major DNA adduct has been
isolated and characterized as 2,3-dihydro-2-(N’-guanyl)-3-
hydroxyaflatoxin B,.”%%

Other olefinic compounds, such as vinyl chloride,'%°
stilbene,'®! and the carcinogenic estrogenic agent diethyl-
stilbestrol (DES),'°>1%% undergo metabolic epoxidation.
The corresponding epoxide metabolites may be the reactive
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species responsible for the cellular toxicity seen with these
compounds.

An interesting group of olefin-containing compounds
causes the destruction of CYP.'**!%> Compounds belonging
to this group include allylisopropylacetamide,'*®!%7 seco-
barbital,'*®!% and the volatile anesthetic agent fluroxene.''°
It is believed that the olefinic moiety present in these com-
pounds is activated metabolically by CYP to form a very re-
active intermediate that covalently binds to the heme portion
of CYP.'"""!'3 The abnormal heme derivatives, or “green
pigments,” that result from this covalent interaction have
been characterized as N-alkylated protoporphyrins in which
the N-alkyl moiety is derived directly from the olefin admin-
istered.!0+105-111-113 1 5no_term administration of the above-
mentioned three agents is expected to lead to inhibition of
oxidative drug metabolism, potential drug interactions, and
prolonged pharmacological effects.

Oxidation at Benzylic Carbon Atoms

Carbon atoms attached to aromatic rings (benzylic position)
are susceptible to oxidation, thereby forming the correspon-
ding alcohol (or carbinol) metabolite."'*!'> Primary alcohol
metabolites are often oxidized further to aldehydes and car-
boxylic acids (CH,OH — CHO — COOH), and secondary
alcohols are converted to ketones by soluble alcohol and alde-
hyde dehydrogenases.''® Alternatively, the alcohol may be
conjugated directly with glucuronic acid.''” The benzylic car-
bon atom present in the oral hypoglycemic agent tolbutamide
(Orinase) is oxidized extensively to the corresponding alcohol
and carboxylic acid. Both metabolites have been isolated
from human urine.''® Similarly, the “benzylic” methyl group
in the anti-inflammatory agent tolmetin (Tolectin) undergoes
oxidation to yield the dicarboxylic acid product as the major
metabolite in humans.!'*!?° The selective cyclooxygenase 2
(COX-2) anti-inflammatory agent celecoxib undergoes ben-
zylic oxidation at its C-5 methyl group to give hydroxycele-
coxib as a major metabolite.'*! Significant benzylic hydroxy-

lation occurs in the metabolism of the B-adrenergic blocker
metoprolol (Lopressor) to yield a-hydroxymetoprolol.!?*123
Additional examples of drugs and xenobiotics undergoing
benzylic oxidation are shown in Figure 3.8.

Oxidation at Allylic Carbon Atoms

Microsomal hydroxylation at allylic carbon atoms is com-
monly observed in drug metabolism. An illustrative example
of allylic oxidation is given by the psychoactive component
of marijuana, A'-tetrahydrocannabinol A'-THC. This
molecule contains three allylic carbon centers (C-7, C-6, and
C-3). Allylic hydroxylation occurs extensively at C-7 to yield
7-hydroxy- A'-THC as the major plasma metabolite in hu-
mans.'®!" Pharmacological studies show that this 7-hydroxy
metabolite is as active as, or even more active than, A'-THC
per se and may contribute significantly to the overall central
nervous system (CNS) psychotomimetic effects of the parent
compound.'>*!?> Hydroxylation also occurs to a minor ex-
tent at the allylic C-6 position to give both the epimeric 6a-
and 6B3-hydroxy metabolites.'>!! Metabolism does not occur
at C-3, presumably because of steric hindrance.

The antiarrhythmic agent quinidine is metabolized by
allylic hydroxylation to 3-hydroxyquinidine, the principal
plasma metabolite found in humans."?®'?” This metabolite
shows significant antiarrhythmic activity in animals and
possibly in humans.'*®

Other examples of allylic oxidation include the
sedative—hypnotic hexobarbital (Sombulex) and the analgesic
pentazocine (Talwin). The 3’-hydroxylated metabolite
formed from hexobarbital is susceptible to glucuronide conju-
gation as well as further oxidation to the 3'-oxo com-
pound.'?*'3% Hexobarbital is a chiral barbiturate derivative
that exists in two enantiomeric forms. Studies in humans
indicate that the pharmacologically less active (R)(—) enan-
tiomer is metabolized more rapidly than its (S)(+)-isomer.'*!
Pentazocine undergoes allylic hydroxylation at the two

(text continues on page 58)
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Figure 3.8 ® Examples of drugs and xenobiotics undergoing benzylic hydroxylation.

Arrow indicates site of hydroxylation.
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terminal methyl groups of its N-butenyl side chain to yield
either the cis or trans alcohol metabolites shown in the dia-
grams. In humans, more of the trans alcohol is formed.'3>133

For the hepatocarcinogenic agent safrole, allylic hydrox-
ylation is involved in a bioactivation pathway leading to the
formation of chemically reactive metabolites.'** This
process involves initial hydroxylation at the C-1' carbon of
safrole, which is both allylic and benzylic. The hydroxyl-
ated metabolite then undergoes further conjugation to form
a sulfate ester. This chemically reactive ester intermediate
presumably undergoes nucleophilic displacement reactions
with DNA or RNA in vitro to form covalently bound
adducts."®> As shown in the scheme, nucleophilic attack by
DNA, RNA, or other nucleophiles is facilitated by a good
leaving group (e.g., SO4>7) at the C-1 position. The leaving
group tendency of the alcohol OH group itself is not

enough to facilitate displacement reactions. Importantly,
allylic hydroxylation generally does not lead to the genera-
tion of reactive intermediates. Its involvement in the
biotoxification of safrole appears to be an exception.

Oxidation at Carbon Atoms « to
Carbonyls and Imines

The mixed-function oxidase system also oxidizes carbon
atoms adjacent (i.e., ) to carbonyl and imino (C==N) func-
tionalities. An important class of drugs undergoing this type
of oxidation is the benzodiazepines. For example, diazepam
(Valium), flurazepam (Dalmane), and nimetazepam are ox-
idized to their corresponding 3-hydroxy metabolites.!3¢138
The C-3 carbon atom undergoing hydroxylation is « to both
a lactam carbonyl and an imino functionality.
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For diazepam, the hydroxylation reaction proceeds with
remarkable stereoselectivity to form primarily (90%)
3-hydroxydiazepam (also called N-methyloxazepam), with
the (S) absolute configuration at C-3.'*° Further N-demethy-
lation of the latter metabolite gives rise to the pharmacolog-
ically active 3(S)(+)-oxazepam.
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Hydroxylation of the carbon atom « to carbonyl func-
tionalities generally occurs only to a limited extent in drug
metabolism. An illustrative example involves the hydroxyl-
ation of the sedative-hypnotic glutethimide (Doriden) to
4-hydroxyglutethimide.'#*-!4!

o — 1 Oxidation

Oxidation at Aliphatic and Alicyclic
Carbon Atoms

Alkyl or aliphatic carbon centers are subject to mixed-
function oxidation. Metabolic oxidation at the terminal
methyl group often is referred to as w-oxidation, and oxida-
tion of the penultimate carbon atom (i.e., next-to-the-last
carbon) is called w—I oxidation.''*''> The initial alcohol
metabolites formed from these enzymatic w and w—1 oxida-
tions are susceptible to further oxidation to yield aldehyde,
ketones, or carboxylic acids. Alternatively, the alcohol
metabolites may undergo glucuronide conjugation.

Aliphatic w and w—1 hydroxylations commonly take place
in drug molecules with straight or branched alkyl chains.
Thus, the antiepileptic agent valproic acid (Depakene) un-
dergoes both w and w-1 oxidation to the 5-hydroxy and
4-hydroxy metabolites, respectively.'**'*? Further oxidation
of the 5-hydroxy metabolite yields 2-n-propylglutaric acid.

Numerous barbiturates and oral hypoglycemic sulfonyl-
ureas also have aliphatic side chains that are susceptible to
oxidation. Note that the sedative—hypnotic amobarbital
(Amytal) undergoes extensive w—1 oxidation to the corre-
sponding 3'-hydroxylated metabolite.'** Other barbitu-
rates, such as pentobarbital,'*>!* thiamylal,'*’ and
secobarbital,’ reportedly are metabolized by way of w and
w-1 oxidation. The n-propyl side chain attached to the oral
hypoglycemic agent chlorpropamide (Diabinese) under-
goes extensive w—1 hydroxylation to yield the secondary
alcohol 2’-hydroxychlorpropamide as a major urinary
metabolite in humans.'*®

Omega and w—-1 oxidation of the isobutyl moiety present
in the anti-inflammatory agent ibuprofen (Motrin) yields
the corresponding carboxylic acid and tertiary alcohol
metabolites.'*” Additional examples of drugs reported to un-
dergo aliphatic hydroxylation include meprobamate,'>®
glutethimide,'**1*! ethosuximide,'>' and phenylbutazone.'>

The cyclohexyl group is commonly found in many me-
dicinal agents, and is also susceptible to mixed-function
oxidation (alicyclic hydroxylation).!'*!'> Enzymatic intro-
duction of a hydroxyl group into a monosubstituted cyclo-
hexane ring generally occurs at C-3 or C-4 and can lead to
cis and trans conformational stereoisomers, as shown in the
diagrammed scheme.

An example of this hydroxylation pathway is seen in the
metabolism of the oral hypoglycemic agent acetohexamide
(Dymelor). In humans, the trans-4-hydroxycyclohexyl prod-
uct is reportedly a major metabolite.'** Small amounts of the
other possible stereoisomers (namely, the cis-4-, cis-3-, and
trans-3-hydroxycyclohexyl derivatives) also have been de-
tected. Another related oral hypoglycemic agent, glipizide,
is oxidized in humans to the trans-4- and cis-3-
hydroxylcyclohexyl metabolites in about a 6:1 ratio.'>*
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Two human urinary metabolites of phencyclidine (PCP)
have been identified as the 4-hydroxypiperidyl and 4-
hydroxycyclohexyl derivatives of the parent compound.!>-1%6
Thus, from these results, it appears that “alicyclic” hydroxy-
lation of the six-membered piperidyl moiety may parallel
closely the hydroxylation pattern of the cyclohexyl moiety.
The stereochemistry of the hydroxylated centers in the two
metabolites has not been clearly established. Biotrans-
formation of the antihypertensive agent minoxidil (Loniten)
yields the 4’-hydroxypiperidyl metabolite. In dogs, this prod-
uct is a major urinary metabolite (29%—47%), whereas in hu-
mans it is detected in small amounts (~3%).!37-158

Oxidation Involving
Carbon-Heteroatom Systems

Nitrogen and oxygen functionalities are commonly found
in most drugs and foreign compounds; sulfur function-
alities occur only occasionally. Metabolic oxidation of
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H
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carbon—nitrogen, carbon—-oxygen, and carbon—sulfur sys-
tems principally involves two basic types of biotransfor-
mation processes:

1. Hydroxylation of the a-carbon atom attached directly to
the heteroatom (N, O, S). The resulting intermediate is
often unstable and decomposes with the cleavage of the
carbon-heteroatom bond:

H
H oj 0
| |

R—X—C|3“—~—+ R—x-—|cr — R—XH+/C—

Where X =N,0.S Usually Unstable

Oxidative N-, O-, and S-dealkylation as well as oxidative
deamination reactions fall under this mechanistic pathway.

o CH,—CH=CH,
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2. Hydroxylation or oxidation of the heteroatom (N, S only,
e.g., N-hydroxylation, N-oxide formation, sulfoxide, and
sulfone formation).

Several structural features frequently determine which
pathway will predominate, especially in carbon—nitrogen
systems. Metabolism of some nitrogen-containing com-
pounds is complicated by the fact that carbon- or nitrogen-

trans-4-Hydroxyacetohexamide

hydroxylated products may undergo secondary reactions to
form other, more complex metabolic products (e.g., oxime,
nitrone, nitroso, imino). Other oxidative processes that do
not fall under these two basic categories are discussed indi-
vidually in the appropriate carbon—heteroatom section. The
metabolism of carbon—nitrogen systems will be discussed
first, followed by the metabolism of carbon—oxygen and
carbon—sulfur systems.



62  Wilson and Gisvold’s Textbook of Organic Medicinal and Pharmaceutical Chemistry

i
N \ C”) /C\ )
CH3—<;‘§—CNHCH20H24©—S%NH NH
_N 1 Y

Glipizide

Phencyclidine

NH,

A

4

N=(
NH,
Minoxidil

OXIDATION INVOLVING CARBON-NITROGEN SYSTEMS

Metabolism of nitrogen functionalities (e.g., amines, amides)
is important because such functional groups are found in
many natural products (e.g., morphine, cocaine, nicotine)
and in numerous important drugs (e.g., phenothiazines,
antihistamines, tricyclic antidepressants, 3-adrenergic agents,
sympathomimetic phenylethylamines, benzodiazepines).'>
The following discussion divides nitrogen-containing com-
pounds into three basic classes:

1. Aliphatic (primary, secondary, and tertiary) and alicyclic
(secondary and tertiary) amines

2. Aromatic and heterocyclic nitrogen compounds

3. Amides

The susceptibility of each class of these nitrogen com-
pounds to either a-carbon hydroxylation or N-oxidation and
the metabolic products that are formed are discussed.

The hepatic enzymes responsible for carrying out a-car-
bon hydroxylation reactions are the CYP mixed-function
oxidases. The N-hydroxylation or N-oxidation reactions,
however, appear to be catalyzed not only by CYP but also
by a second class of hepatic mixed-function oxidases called

g

4-Hydroxycyclohexyl

Metabolite
N/
HO
H
4-Hydroxypiperidyl
Metabolite
NH,
A
Nj//_< N—O
o N/ N
NH,

4’-Hydroxyminoxidil

amine oxidases (sometimes called N-oxidases).'®® These
enzymes are NADPH-dependent flavoproteins and do not
contain CYP.'®1%2 They require NADPH and molecular
oxygen to carry out N-oxidation.

Tertiary Aliphatic and Alicyclic Amines. The oxida-
tive removal of alkyl groups (particularly methyl groups)
from tertiary aliphatic and alicyclic amines is carried out by
hepatic CYP mixed-function oxidase enzymes. This reac-
tion is commonly referred to as oxidative N-dealkylation.'®?
The initial step involves a-carbon hydroxylation to form a
carbinolamine intermediate, which is unstable and under-
goes spontaneous heterolytic cleavage of the C—N bond to
give a secondary amine and a carbonyl moiety (aldehyde or
ketone).'*1%5 In general, small alkyl groups, such as
methyl, ethyl, and isopropyl, are removed rapidly.'®
N-dealkylation of the #-butyl group is not possible by the
carbinolamine pathway because a-carbon hydroxylation
cannot occur. The first alkyl group from a tertiary amine is
removed more rapidly than the second alkyl group. In some
instances, bisdealkylation of the tertiary aliphatic amine to
the corresponding primary aliphatic amine occurs very
slowly.'®® For example, the tertiary amine imipramine
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(Tofranil) is monodemethylated to desmethylimipramine
(desipramine).'®®!67 This major plasma metabolite is phar-
macologically active in humans and contributes substan-
tially to the antidepressant activity of the parent drug.'®®
Very little of the bisdemethylated metabolite of imipramine
is detected. In contrast, the local anesthetic and antiarrhyth-
mic agent lidocaine is metabolized extensively by N-deethy-
lation to both monoethylglycylxylidine and glycyl-2,6-xyli-
dine in humans.'%%170

Numerous other tertiary aliphatic amine drugs are metab-
olized principally by oxidative N-dealkylation. Some of these
include the antiarrhythmic disopyramide (Norpace),'”!!”2 the
antiestrogenic agent tamoxifen (Nolvadex),'”® diphenhy-
dramine (Benadryl), 174,175 chlorpromazine (Thorazine), 176,177
and (+)-a-propoxyphene (Darvon).'’”® When the tertiary
amine contains several different substituents capable of un-
dergoing dealkylation, the smaller alkyl group is removed
preferentially and more rapidly. For example, in benzpheta-
mine (Didrex), the methyl group is removed much more rap-
idly than the benzyl moiety.'”

An interesting cyclization reaction occurs with methadone
on N-demethylation. The demethylated metabolite
normethadone undergoes spontaneous cyclization to form the
enamine metabolite 2-ethylidene-1,5-dimethyl-3,3-diphenyl-
pyrrolidine (EDDP).'®" Subsequent N-demethylation of
EDDP and isomerization of the double bond leads to 2-ethyl-
5-methyl-3,3-diphenyl-1-pyrroline (EMDP).

Many times, bisdealkylation of a tertiary amine leads to
the corresponding primary aliphatic amine metabolite,
which is susceptible to further oxidation. For example, the

ketone)

bisdesmethyl metabolite of the H;-histamine antagonist
brompheniramine (Dimetane) undergoes oxidative deami-
nation and further oxidation to the corresponding propionic
acid metabolite.'®! Oxidative deamination is discussed in
greater detail when we examine the metabolic reactions of
secondary and primary amines.

Like their aliphatic counterparts, alicyclic tertiary amines
are susceptible to oxidative N-dealkylation reactions. For
example, the analgesic meperidine (Demerol) is metabo-
lized principally by this pathway to yield normeperidine as
a major plasma metabolite in humans.'®? Morphine, N-eth-
ylnormorphine, and dextromethorphan also undergo some
N-dealkylation. '8

Direct N-dealkylation of #-butyl groups, as discussed
below, is not possible by the a-carbon hydroxylation path-
way. In vitro studies indicate, however, that N-z-butyl-
norchlorocyclizine is, indeed, metabolized to significant
amounts of norchlorocyclizine, whereby the #-butyl group is
lost.'®* Careful studies showed that the #-butyl group is re-
moved by initial hydroxylation of one of the methyl groups
of the #-butyl moiety to the carbinol or alcohol product.'®
Further oxidation generates the corresponding carboxylic
acid that, on decarboxylation, forms the N-isopropyl deriv-
ative. The N-isopropyl intermediate is dealkylated by the
normal a-carbon hydroxylation (i.e., carbinolamine) path-
way to give norchlorocyclizine and acetone. Whether this is
a general method for the loss of #-butyl groups from amines
is still unclear. Indirect N-dealkylation of #-butyl groups is
not observed significantly. The N-z-butyl group present in
many [3-adrenergic antagonists, such as terbutaline and

o]
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salbutamol, remains intact and does not appear to undergo
any significant metabolism.!'#¢

Alicyclic tertiary amines often generate lactam metabo-
lites by a-carbon hydroxylation reactions. For example, the
tobacco alkaloid nicotine is hydroxylated initially at the ring
carbon atom « to the nitrogen to yield a carbinolamine inter-
mediate. Furthermore, enzymatic oxidation of this cyclic
carbinolamine generates the lactam metabolite cotinine.'*7-188

Formation of lactam metabolites also has been reported
to occur to a minor extent for the antihistamine cyprohep-

(+ )-a-Propoxyphene

Benzphetamine
(N-demethylation
and N-debenzylation)

tadine (Periactin)'®>'° and the antiemetic diphenidol
(Vontrol).'!

N-oxidation of tertiary amines occurs with several
drugs.'? The true extent of N-oxide formation often is com-
plicated by the susceptibility of N-oxides to undergo in vivo
reduction back to the parent tertiary amine. Tertiary amines
such as H;-histamine antagonists (e.g., orphenadrine, tripel-
ennamine), phenothiazines (e.g., chlorpromazine), tricyclic
antidepressants (e.g., imipramine), and narcotic analgesics
(e.g., morphine, codeine, and meperidine) reportedly form
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N-oxide products. In some instances, N-oxides possess
pharmacological activity.'”®> A comparison of imipramine
N-oxide with imipramine indicates that the N-oxide itself
possesses antidepressant and cardiovascular activity similar
to that of the parent drug.'?*!%3

Secondary and Primary Amines. Secondary amines
(either parent compounds or metabolites) are susceptible to
oxidative N-dealkylation, oxidative deamination, and
N-oxidation reactions.'®>!°® As in tertiary amines,
N-dealkylation of secondary amines proceeds by the
carbinolamine pathway. Dealkylation of secondary amines
gives rise to the corresponding primary amine metabolite.
For example, the a-adrenergic blockers propranolol*®*” and

65

oxprenolol'”” undergo N-deisopropylation to the correspon-

ding primary amines. N-dealkylation appears to be a signif-
icant biotransformation pathway for the secondary amine
drugs methamphetamine'?®'%? and ketamine,?***°! yielding
amphetamine and norketamine, respectively.

The primary amine metabolites formed from oxidative
dealkylation are susceptible to oxidative deamination. This
process is similar to N-dealkylation, in that it involves an
initial a-carbon hydroxylation reaction to form a carbino-
lamine intermediate, which then undergoes subsequent
carbon—nitrogen cleavage to the carbonyl metabolite and am-
monia. If a-carbon hydroxylation cannot occur, then oxida-
tive deamination is not possible. For example, deamination
does not occur for norketamine because a-carbon hydroxyla-
tion cannot take place.?**?°! With methamphetamine, oxida-
tive deamination of primary amine metabolite amphetamine
produces phenylacetone.'?1%?

In general, dealkylation of secondary amines is believed
to occur before oxidative deamination. Some evidence indi-
cates, however, that this may not always be true. Direct
deamination of the secondary amine also has occurred. For
example, in addition to undergoing deamination through its
desisopropyl primary amine metabolite, propranolol can
undergo a direct oxidative deamination reaction (also by
a-carbon hydroxylation) to yield the aldehyde metabolite
and isopropylamine (Fig. 3.9).?° How much direct oxida-
tive deamination contributes to the metabolism of secondary
amines remains unclear.

Some secondary alicyclic amines, like their tertiary
amine analogs, are metabolized to their corresponding lac-
tam derivatives. For example, the anorectic agent phen-
metrazine (Preludin) is metabolized principally to the lactam
product 3-oxophenmetrazine.?> In humans, this lactam
metabolite is a major urinary product. Methylphenidate
(Ritalin) also reportedly yields a lactam metabolite, 6-oxori-
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Figure 3.9 ® Metabolism of propranolol to its aldehyde metabolite by direct deami-
nation of the parent compound and by deamination of its primary amine metabolite,

desisopropy! propranolol.
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talinic acid, by oxidation of its hydrolyzed metabolite, rital-
inic acid, in humans.?**

Metabolic N-oxidation of secondary aliphatic and
alicyclic amines leads to several N-oxygenated products.'®®
N-hydroxylation of secondary amines generates the cor-
responding N-hydroxylamine metabolites. Often, these

Propranolol

Methamphetamine
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hydroxylamine products are susceptible to further oxidation
(either spontaneous or enzymatic) to the corresponding ni-
trone derivatives. N-benzylamphetamine undergoes metabo-
lism to both the corresponding N-hydroxylamine and the
nitrone metabolites.??> In humans, the nitrone metabolite of
phenmetrazine (Preludin), found in the urine, is believed to
be formed by further oxidation of the N-hydroxylamine in-
termediate N-hydroxyphenmetrazine.?®® Importantly, much
less N-oxidation occurs for secondary amines than oxidative
dealkylation and deamination.

Primary aliphatic amines (whether parent drugs or metabo-
lites) are biotransformed by oxidative deamination (through
the carbinolamine pathway) or by N-oxidation. In general, ox-
idative deamination of most exogenous primary amines is
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carried out by the mixed-function oxidases discussed previ-
ously. Endogenous primary amines (e.g., dopamine, norepi-
nephrine, tryptamine, and serotonin) and xenobiotics based on
the structures of these endogenous neurotransmitters are me-
tabolized, however, via oxidative deamination by a specialized
family of enzymes called monoamine oxidases (MAQs).2%
MAO is a flavin (FAD)-dependent enzyme found in two
isozyme forms, MAO-A and MAO-B, and widely distributed
in both the CNS and peripheral organs. In contrast, CYP ex-
ists in a wide variety of isozyme forms and is an NADP-
dependent system. Also the greatest variety of CYP
isozymes, at least the ones associated with the metabolism of
xenobiotics, are found mostly in the liver and intestinal mu-
cosa. MAO-A and MAO-B are coded by two genes, both on
the X-chromosome and have about 70% amino acid sequence
homology. Another difference between the CYP and MAO

GH, CH, CH,_CHj
~O% -0
N NG
5 —O/

families is cellular location. CYP enzymes are found on the
endoplasmic reticulum of the cell’s cytosol, whereas the
MAO enzymes are on the outer mitochondrial membrane. In
addition to the xenobiotics illustrated in the reaction schemes,
other drugs metabolized by the MAO system include
phenylephrine, propranolol, timolol and other B-adrenergic
agonists and antagonists, and various phenylethylamines.?%

Structural features, especially the a-substituents of the
primary amine, often determine whether carbon or nitrogen
oxidation will occur. For example, compare amphetamine
with its a-methyl homologue phentermine. In amphetamine,
a-carbon hydroxylation can occur to form the carbinolamine
intermediate, which is converted to the oxidatively deami-
nated product phenylacetone.%” With phentermine, a-carbon
hydroxylation is not possible and precludes oxidative deam-
ination for this drug. Consequently, phentermine would
be expected to undergo N-oxidation readily. In humans,
p-hydroxylation and N-oxidation are the main pathways for
biotransformation of phentermine.’”

Indeed, N-hydroxyphentermine is an important (5%)
urinary metabolite in humans.?®’ As discussed below,
N-hydroxylamine metabolites are susceptible to further oxi-
dation to yield other N-oxygenated products.
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Xenobiotics, such as the hallucinogenic agents mesca-
1ine?%2% and 1-(2,5-dimethoxy-4-methylphenyl)-2-amino-
propane (DOM or “STP”),?'*2!! are oxidatively deaminated.
Primary amine metabolites arising from N-dealkylation or
decarboxylation reactions also undergo deamination. The ex-
ample of the bisdesmethyl primary amine metabolite derived
from bromopheniramine is discussed previously in this chap-
ter (see section on tertiary aliphatic and alicyclic amines).'®!
In addition, many tertiary aliphatic amines (e.g., antihista-
mines) and secondary aliphatic amines (e.g., propranolol) are
dealkylated to their corresponding primary amine metabo-
lites, which are amenable to oxidative deamination. (S)(+)-
a-Methyldopamine resulting from decarboxylation of the an-
tihypertensive agent (S)(—)-a-methyldopa (Aldomet) is
deaminated to the corresponding ketone metabolite 3,4-dihy-
droxyphenylacetone.?'? In humans, this ketone is a major
urinary metabolite.

The N-hydroxylation reaction is not restricted to a-substi-
tuted primary amines such as phentermine. Amphetamine has
been observed to undergo some N-hydroxylation in vitro to
N-hydroxyamphetamine.*'*'* N-Hydroxyamphetamine is,
however, susceptible to further conversion to the imine or ox-
idation to the oxime intermediate. Note that the oxime inter-
mediate arising from this N-oxidation pathway can undergo
hydrolytic cleavage to yield phenylacetone, the same product
obtained by the a-carbon hydroxylation (carbinolamine)

Amphetamine

Cbzc/CHfi
I
O

Phenylacetone

S( + )-a-Methyldopamine

CH, H20 CH CH
2 3 2
\(ljﬁ ’L ©/ \ﬁ/ 3

N-Hydroxyamphetamine

\

NH,OH

NH,
3,4-Dihydroxyphenylacetone

pathway.?'>2!¢ Thus, amphetamine may be converted to
phenylacetone through either the a-carbon hydroxylation or
the N-oxidation pathway. The debate concerning the relative
importance of the two pathways is ongoing.?!’*'" The con-
sensus, however, is that both metabolic pathways (carbon and
nitrogen oxidation) are probably operative. Whether a-carbon
or nitrogen oxidation predominates in the metabolism of am-
phetamine appears to be species dependent.

In primary aliphatic amines, such as phentermine,?®’
chlorphentermine (p-chlorphentermine),?’” and amanta-
dine,*?® N-oxidation appears to be the major biotransforma-
tion pathway because a-carbon hydroxylation cannot
occur. In humans, chlorphentermine is N-hydroxylated ex-
tensively. About 30% of a dose of chlorphentermine is
found in the urine (48 hours) as N-hydroxychlorphenter-
mine (free and conjugated) and an additional 18% as other
products of N-oxidation (presumably the nitroso and nitro
metabolites).?'® In general, N-hydroxylamines are chemi-
cally unstable and susceptible to spontaneous or enzymatic
oxidation to the nitroso and nitro derivatives. For example,
the N-hydroxylamine metabolite of phentermine undergoes
further oxidation to the nitroso and nitro products.?’’
The antiviral and antiparkinsonian agent amantadine
(Symmetrel) reportedly undergoes N-oxidation to yield the
corresponding N-hydroxy and nitroso metabolites in
vitro.>*°

OH
Aaﬁon
CH: _CH,

OH

Oxime
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Aromatic Amines and Heterocyclic Nitrogen
Compounds. The biotransformation of aromatic amines
parallels the carbon and nitrogen oxidation reactions seen
for aliphatic amines.?'~>?>3 For tertiary aromatic amines,
such as N,N-dimethylaniline, oxidative N-dealkylation as
well as N-oxide formation take place.*** Secondary aro-
matic amines may undergo N-dealkylation or N-hydroxyl-
ation to give the corresponding N-hydroxylamines. Further
oxidation of the N-hydroxylamine leads to nitrone prod-
ucts, which in turn may be hydrolyzed to primary hydrox-
ylamines.??> Tertiary and secondary aromatic amines are
encountered rarely in medicinal agents. In contrast, pri-
mary aromatic amines are found in many drugs and are
often generated from enzymatic reduction of aromatic
nitro compounds, reductive cleavage of azo compounds,
and hydrolysis of aromatic amides.

N-oxidation of primary aromatic amines generates the
N-hydroxylamine metabolite. One such case is aniline,
which is metabolized to the corresponding N-hydroxy prod-
uct.?** Oxidation of the hydroxylamine derivative to the ni-
troso derivative also can occur. When one considers primary
aromatic amine drugs or metabolites, N-oxidation cons-
titutes only a minor pathway in comparison with other
biotransformation pathways, such as N-acetylation and aro-
matic hydroxylation, in humans. Some N-oxygenated
metabolites have been reported, however. For example, the
antileprotic agent dapsone and its N-acetylated metabolite
are metabolized significantly to their corresponding N-
hydroxylamine derivatives.??® The N-hydroxy metabolites
are further conjugated with glucuronic acid.

Methemoglobinemia toxicity is caused by several aro-
matic amines, including aniline and dapsone, and is a result of
the bioconversion of the aromatic amine to its N-hydroxy de—
rivative. Apparently, the N-hydroxylamine oxidizes the Fe*"
form of hemoglobin to its Fe* form. This oxidized (Fe*™)
state of hemoglobin (called methemoglobin or ferrihemoglo-
bin) can no longer transport oxygen, which leads to serious
hypoxia or anemia, a unique type of chemical suffocation.?*’

Diverse aromatic amines (especially azoamino dyes) are
known to be carcinogenic. N-oxidation plays an important

role in bioactivating these aromatic amines to potentially re-
active electrophilic species that covalently bind to cellular
protein, DNA, or RNA. A well-studied example is the
carcinogenic agent N-methyl-4-aminoazobenzene.??%:*%°
N-oxidation of this compound leads to the corresponding
hydroxylamine, which undergoes sulfate conjugation.
Because of the good leaving-group ability of the sulfate
(SO4*7) anion, this conjugate can ionize spontaneously to
form a highly reactive, resonance-stabilized nitrenium
species. Covalent adducts between this species and DNA,
RNA, and proteins have been characterized. %! The sulfate
ester is believed to be the ultimate carcinogenic species. Thus,
the example indicates that certain aromatic amines can be
bioactivated to reactive intermediates by N-hydroxylation and
O-sulfate conjugation. Whether primary hydroxylamines can
be bioactivated similarly is unclear. In addition, it is not
known if this biotoxification pathway plays any substantial
role in the toxicity of aromatic amine drugs.

N-oxidation of the nitrogen atoms present in aromatic
heterocyclic moieties of many drugs occurs to a minor ex-
tent. Clearly, in humans, N-oxidation of the folic acid antag-
onist trimethoprim (Proloprim, Trimpex) has yielded
approximately equal amounts of the isomeric 1-N-oxide and
3-N-oxide as minor metabolites.”*> The pyridinyl nitrogen
atom present in nicotinine (the major metabolite of nicotine)
undergoes oxidation to yield the corresponding N-oxide
metabolite.>*> Another therapeutic agent that has been ob-
served to undergo formation of an N-oxide metabolite is
metronidazole.**

Amides. Amide functionalities are susceptible to ox-
idative carbon-nitrogen bond cleavage (via a-carbon hy-
droxylation) and N-hydroxylation reactions. Oxidative
dealkylation of many N-substituted amide drugs and
xenobiotics has been reported. Mechanistically, oxidative
dealkylation proceeds via an initially formed car-
binolamide, which is unstable and fragments to form the
N-dealkylated product. For example, diazepam undergoes
extensive N-demethylation to the pharmacologically active
metabolite desmethyldiazepam.?*>
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Q Various other N-alkyl substituents present in benzodi-
Z | N~ 0 azepines (e.g., flurazepam)'3*~13® and in barbiturates (e.g.,
< | hexobarbital and mephobarbital)!?® are similarly oxidatively
N CH, N-dealkylated. Alkyl groups attached to the amide moiety of
]\ some sulfonylureas, such as the oral hypoglycemic chlor-
ot propamide,>*® also are subject to dealkylation to a minor
otinine

extent.
In the cyclic amides or lactams, hydroxylation of the ali-
cyclic carbon « to the nitrogen atom also leads to carbino-

N/ lamides. An example of this pathway is the conversion of
/@\ cotinine to 5-hydroxycotinine. Interestingly, the latter

carbinolamide intermediate is in tautomeric equilibrium

ON N CH with the ring-opened metabolite <y-(3-pyridyl)-y-oxo-N-
methylbutyramide.?*’
CH,CH,0H Metabolism of the important cancer chemotherapeutic

agent cyclophosphamide (Cytoxan) follows a hydroxylation

Metronidazole pathway similar to that just described for cyclic amides. This

2-(2-Methyl-5-nitro-imidazol-1-yl)-ethanol
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drug is a cyclic phosphoramide derivative and, for the most
part, is the phosphorous counterpart of a cyclic amide.
Because cyclophosphamide itself is pharmacologically inac-
tive,>*® metabolic bioactivation is required for the drug to
mediate its antitumorigenic or cytotoxic effects. The key
biotransformation pathway leading to the active metabolite
involves an initial carbon hydroxylation reaction at C-4 to
form the carbinolamide 4-hydroxycyclophosphamide.?3%-*4°

Hydroxylamine
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4-Hydroxycyclophosphamide is in equilibrium with the
ring-opened dealkylated metabolite aldophosphamide.
Although it has potent cytotoxic properties, aldophos-
phamide undergoes a further elimination reaction (reverse
Michael reaction) to generate acrolein and the phospho-
ramide mustard N,N-bis(2-chloro-ethyl)phosphorodiamidic
acid. The latter is the principal species responsible for
cyclophosphamide’s antitumorigenic properties and
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chemotherapeutic effect. Enzymatic oxidation of 4-hydroxy-
cyclophosphamide and aldophosphamide leads to the rela-
tively nontoxic metabolites 4-ketocyclophosphamide and
carboxycyclophosphamide, respectively.

N-hydroxylation of aromatic amides, which occurs to a
minor extent, is of some toxicological interest, because this
biotransformation pathway may lead to the formation of
chemically reactive intermediates. Several examples of
cytotoxicity or carcinogenicity associated with metabolic
N-hydroxylation of the parent aromatic amide have been
reported. For example, the well-known hepatocarcinogenic
2-acetylaminofluorene (AAF) undergoes an N-hydroxyl-
ation reaction catalyzed by CYP to form the corresponding
N-hydroxy metabolite (also called a hydroxamic acid).**!
Further conjugation of this hydroxamic acid produces the
corresponding O-sulfate ester, which ionizes to generate the
electrophilic nitrenium species. Covalent binding of this re-
active intermediate to DNA is known to occur and is likely
to be the initial event that ultimately leads to malignant
tumor formation.?*> Sulfate conjugation plays an important
role in this biotoxification pathway (see “Sulfate
Conjugation,” for further discussion).

Acetaminophen is a relatively safe and nontoxic analgesic
agent if used at therapeutic doses. Its metabolism illustrates
the fact that a xenobiotic commonly produces more than one
metabolite. Its metabolism also illustrates the effect of age,
because infants and young children carry out sulfation rather
than glucuronidation (see discussion at the end of this chap-
ter). New pharmacists must realize that at one time acetanilide
and phenacetin were more widely used than acetaminophen,
even though both are considered more toxic because they pro-

N oH R
4 \ CH,CH,CI \
O\P | —
| CH,CH,CI
0
Cyclophosphamide

I

5-Hydroxycotinine

4-Hydroxycyclophosphamide

v-(3-Pyridyl)-y-oxo-N-
methylbutyramide

duce aniline derivatives. Besides producing toxic aniline and
p-phenetidin, these two analgesics also produce acetamino-
phen. When large doses of the latter drug are ingested, exten-
sive liver necrosis is produced in humans and animals.?*3>**
Considerable evidence argues that this hepatotoxicity de-
pends on the formation of a metabolically generated reactive
intermediate.?*> Until recently,?**?¥ the accepted bioactiva-
tion pathway was believed to involve an initial N-hydroxyla-
tion reaction to form N-hydroxyacetaminophen.?*®

Spontaneous dehydration of this N-hydroxyamide pro-
duces N-acetylimidoquinone, the proposed reactive metabo-
lite. Usually, the GSH present in the liver combines with
this reactive metabolite to form the corresponding GSH con-
jugate. If GSH levels are sufficiently depleted by large doses
of acetaminophen, covalent binding of the reactive interme-
diate occurs with macromolecules present in the liver,
thereby leading to cellular necrosis. Studies indicate, how-
ever, that the reactive N-acetylimidoquinone intermediate is
not formed from N-hydroxyacetaminophen.?*>~>*" It proba-
bly arises through some other oxidative process. Therefore,
the mechanistic formation of the reactive metabolite of acet-
aminophen remains unclear.

OXIDATION INVOLVING CARBON-OXYGEN
SYSTEMS

Oxidative O-dealkylation of carbon—oxygen systems (princi-
pally ethers) is catalyzed by microsomal mixed function oxi-
dases.'® Mechanistically, the biotransformation involves an
initial a-carbon hydroxylation to form either a hemiacetal or
a hemiketal, which undergoes spontaneous carbon—oxygen

|
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bond cleavage to yield the dealkylated oxygen species (phe-
nol or alcohol) and a carbon moiety (aldehyde or ketone).
Small alkyl groups (e.g., methyl or ethyl) attached to oxygen
are O-dealkylated rapidly. For example, morphine is the
metabolic product of O-demethylation of codeine.?** The an-
tipyretic and analgesic activities of phenacetin (see drawing
of acetaminophen metabolism) in humans appear to be a con-
sequence of O-deethylation to the active metabolite acetamin-
ophen.?° Several other drugs containing ether groups, such
as indomethacin (Indocin),>"*>? prazosin (Minipress),>>>>>*
and metoprolol (Lopressor),'**!'?* have reportedly undergone
significant O-demethylation to their corresponding phenolic
or alcoholic metabolites, which are further conjugated. In
many drugs that have several nonequivalent methoxy groups,
one particular methoxy group often appears to be O-demethy-
lated selectively or preferentially. For example, the 3,4,5-
trimethoxyphenyl moiety in both mescaline?> and trimetho-
prim**? undergoes O-demethylation to yield predominantly
the corresponding 3-O-demethylated metabolites. 4-O-
demethylation also occurs to a minor extent for both drugs.
The phenolic and alcoholic metabolites formed from oxida-
tive O-demethylation are susceptible to conjugation, particu-
larly glucuronidation.

OXIDATION INVOLVING CARBON-SULFUR
SYSTEMS

Carbon—sulfur functional groups are susceptible to me-
tabolic S-dealkylation, desulfuration, and S-oxidation
reactions. The first two processes involve oxidative

75

carbon—sulfur bond cleavage. S-dealkylation is analogous
to O- and N-dealkylation mechanistically (i.e., it involves
a-carbon hydroxylation) and has been observed for
various sulfur xenobiotics.'®*?*® For example, 6-
(methylthio)purine is demethylated oxidatively in rats to
6-mercaptopurine.?>’-*>® S-demethylation of methitural®>®
and S-debenzylation of 2-benzylthio-5-trifluoromethyl-
benzoic acid also have been reported. In contrast to O- and
N-dealkylation, examples of drugs undergoing S-dealkyla-
tion in humans are limited because of the small number of
sulfur-containing medicinals and the competing metabolic
S-oxidation processes (see diagram).

Oxidative conversion of carbon—sulfur double bonds
(C=S) (thiono) to the corresponding carbon—oxygen double
bond (C=0) is called desulfuration. A well-known drug ex-
ample of this metabolic process is the biotransformation of
thiopental to its corresponding oxygen analog pentobarbi-
tal. 2! An analogous desulfuration reaction also occurs
with the P=S moiety present in several organophosphate
insecticides, such as parathion.?¢*2%* Desulfuration of
parathion leads to the formation of paraoxon, which is the
active metabolite responsible for the anticholinesterase
activity of the parent drug. The mechanistic details of desul-
furation are poorly understood, but it appears to involve mi-
crosomal oxidation of the C=S or P=S double bond.***

Organosulfur xenobiotics commonly undergo S-oxida-
tion to yield sulfoxide derivatives. Several phenothiazine
derivatives are metabolized by this pathway. For example,
both sulfur atoms present in thioridazine (Mellaril)?*32¢ are
susceptible to S-oxidation. Oxidation of the 2-methylthio
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group yields the active sulfoxide metabolite mesoridazine.
Interestingly, mesoridazine is twice as potent an antipsy-
chotic agent as thioridazine in humans and has been intro-
duced into clinical use as Serentil.*¢”

S-oxidation constitutes an important pathway in the me-
tabolism of the H,-histamine antagonists cimetidine
(Tagamet)*®® and metiamide.?® The corresponding sulfox-
ide derivatives are the major human urinary metabolites.

Sulfoxide drugs and metabolites may be further oxidized
to sulfones (-SO,-). The sulfoxide group present in the im-
munosuppressive agent oxisuran is metabolized to a sulfone
moiety.?’ In humans, dimethylsulfoxide (DMSO) is found
primarily in the urine as the oxidized product dimethylsul-
fone. Sulfoxide metabolites, such as those of thioridazine,
reportedly undergo further oxidation to their sulfone -SO,-
derivatives,?63-2¢

Oxidation of Alcohols and Aldehydes

Many oxidative processes (e.g., benzylic, allylic, alicyclic,
or aliphatic hydroxylation) generate alcohol or carbinol
metabolites as intermediate products. If not conjugated,
these alcohol products are further oxidized to aldehydes (if
primary alcohols) or to ketones (if secondary alcohols).
Aldehyde metabolites resulting from oxidation of primary
alcohols or from oxidative deamination of primary aliphatic

[ _CH,—

SH 5
Nék/i[N\> + HgH
Sy N

6-Mercaptopurine

amines often undergo facile oxidation to generate polar car-
boxylic acid derivatives.!'® As a general rule, primary alco-
holic groups and aldehyde functionalities are quite vulnera-
ble to oxidation. Several drug examples in which primary
alcohol metabolites and aldehyde metabolites are oxidized
to carboxylic acid products are cited in previous sections.

Although secondary alcohols are susceptible to oxida-
tion, this reaction is not often important because the reverse
reaction, namely, reduction of the ketone back to the sec-
ondary alcohol, occurs quite readily. In addition, the second-
ary alcohol group, being polar and functionalized, is more
likely to be conjugated than the ketone moiety.

NAD* NADH NAD* NADH
RCH,OH &=—=—=—— RCHO ~ 7 RCOOH
Primary Aldehyde Acid
Alcohol

The bioconversion of alcohols to aldehydes and ketones
is catalyzed by soluble alcohol dehydrogenases present in
the liver and other tissues. NAD™ is required as a coenzyme,
although NADP™ also may serve as a coenzyme. The
reaction catalyzed by alcohol dehydrogenase is reversible
but often proceeds to the right because the aldehyde formed
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is further oxidized to the acid. Several aldehyde dehydroge-
nases, including aldehyde oxidase and xanthine oxidase,
carry out the oxidation of aldehydes to their corresponding
acids.l 16,271-273

Metabolism of cyclic amines to their lactam metabolites
has been observed for various drugs (e.g., nicotine, phen-
metrazine, and methylphenidate). It appears that soluble or
microsomal dehydrogenase and oxidases are involved in
oxidizing the carbinol group of the intermediate carbino-
lamine to a carbonyl moiety.?”* For example, in the metab-
olism of medazepam to diazepam, the intermediate
carbinolamine (2-hydroxymedazepam) undergoes oxida-
tion of its 2-hydroxy group to a carbonyl moiety. A micro-
somal dehydrogenase carries out this oxidation.?”*

Other Oxidative Biotransformation
Pathways

In addition to the many oxidative biotransformations dis-
cussed previously in this chapter, oxidative aromatization or
dehydrogenation and oxidative dehalogenation reactions also
occur. Metabolic aromatization has been reported for
norgestrel. Aromatization or dehydrogenation of the A ring
present in this steroid leads to the corresponding phenolic
product 17a-ethinyl-18-homoestradiol as a minor metabolite
in women.?’> In mice, the terpene ring of A'-THC or A'-
THC undergoes aromatization to give cannabinol.?’%7’
Many halogen-containing drugs and xenobiotics are
metabolized by oxidative dehalogenation. For example,
the volatile anesthetic agent halothane is metabolized
principally to trifluoroacetic acid in humans.?’®2" It has
been postulated that this metabolite arises from CYP-
mediated hydroxylation of halothane to form an initial
carbinol intermediate that spontaneously eliminates hy-
drogen bromide (dehalogenation) to yield trifluoroacetyl

65 65

Diazepam

chloride. The latter acyl chloride is chemically reactive
and reacts rapidly with water to form trifluoroacetic acid.
Alternatively, it can acylate tissue nucleophiles. Indeed,
in vitro studies indicate that halothane is metabolized to a
reactive intermediate (presumably trifluoroacetyl chlo-
ride), which covalently binds to liver microsomal pro-
teins.?8%28! Chloroform also appears to be metabolized
oxidatively by a similar dehalogenation pathway to yield
the chemically reactive species phosgene. Phosgene may
be responsible for the hepatotoxicity and nephrotoxicity
associated with chloroform.?*?

A final example of oxidative dehalogenation concerns
the antibiotic chloramphenicol. In vitro studies have
shown that the dichloroacetamide portion of the molecule
undergoes oxidative dechlorination to yield a chemically
reactive oxamyl chloride intermediate that can react with
water to form the corresponding oxamic acid metabolite
or can acylate microsomal proteins.?83284 Thus, it appears
that in several instances, oxidative dehalogenation can
lead to the formation of toxic and reactive acyl halide
intermediates.

© REDUCTIVE REACTIONS

Reductive processes play an important role in the metabo-
lism of many compounds containing carbonyl, nitro, and
azo groups. Bioreduction of carbonyl compounds generates
alcohol derivatives,''®?%> whereas nitro and azo reductions
lead to amino derivatives.?®® The hydroxyl and amino moi-
eties of the metabolites are much more susceptible to con-
jugation than the functional groups of the parent com-
pounds. Hence, reductive processes, as such, facilitate drug
elimination.
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Reductive pathways that are encountered less frequently
in drug metabolism include reduction of N-oxides to their
corresponding tertiary amines and reduction of sulfoxides to
sulfides. Reductive cleavage of disulfide linkages and re-
duction of carbon—carbon double bonds also occur, but con-
stitute only minor pathways in drug metabolism.

Reduction of Aldehyde and
Ketone Carbonyls

The carbonyl moiety, particularly the ketone group, is en-
countered frequently in many drugs. In addition, metabolites
containing ketone and aldehyde functionalities often arise
from oxidative deamination of xenobiotics (e.g., propranolol,
chlorpheniramine, amphetamine). Because of their ease of
oxidation, aldehydes are metabolized mainly to carboxylic
acids. Occasionally, aldehydes are reduced to primary alco-
hols. Ketones, however, are generally resistant to oxidation
and are reduced mainly to secondary alcohols. Alcohol
metabolites arising from reduction of carbonyl compounds
generally undergo further conjugation (e.g., glucuronidation).

OH

L L
PN PN
R H R H
Aldehyde Primary Alcohols

H

C
R - C\ R, e R/ ~ Rr
Secondary Alcohols
(stereoisomeric products possible)

Diverse soluble enzymes, called aldo-keto reductases,
carry out bioreduction of aldehydes and ketones.''®?%” They
are found in the liver and other tissues (e.g., kidney). As a
general class, these soluble enzymes have similar physio-
chemical properties and broad substrate specificities and
require NADPH as a cofactor. Oxidoreductase enzymes that
carry out both oxidation and reduction reactions also can
reduce aldehydes and ketones.?®” For example, the impor-
tant liver alcohol dehydrogenase is an NAD"-dependent—
oxidoreductase that oxidizes ethanol and other aliphatic al-
cohols to aldehydes and ketones. In the presence of NADH
or NADPH, however, the same enzyme system can reduce
carbonyl derivatives to their corresponding alcohols.''®

Few aldehydes undergo bioreduction because of the rel-
ative ease of oxidation of aldehydes to carboxylic acids.
However, one frequently cited example of a parent aldehyde
drug undergoing extensive enzymatic reduction is the seda-
tive—hypnotic chloral hydrate. Bioreduction of this hydrated
aldehyde yields trichloroethanol as the major metabolite in
humans.?®® Interestingly, this alcohol metabolite is pharma-
cologically active. Further glucuronidation of the alcohol
leads to an inactive conjugated product that is readily ex-
creted in the urine.

OH
| H,0 I
Cl3C—G—OH = Cl,C—CH — Cl,C—CH,OH
Chloral

Chloral Hydrate Trichloroethanol

Aldehyde metabolites resulting from oxidative deamina-
tion of drugs also undergo reduction to a minor extent. For
example, in humans the B-adrenergic blocker propranolol is
converted to an intermediate aldehyde by N-dealkylation
and oxidative deamination. Although the aldehyde is
oxidized primarily to the corresponding carboxylic acid
(naphthoxylactic acid), a small fraction is also reduced to
the alcohol derivative (propranolol glycol).?*’

Two major polar urinary metabolites of the histamine H;-
antagonist chlorpheniramine have been identified in dogs as
the alcohol and carboxylic acid products (conjugated)
derived, respectively, by reduction and oxidation of an
aldehyde metabolite. The aldehyde precursor arises
from bis-N-demethylation and oxidative deamination of
chlorpheniramine.

Bioreduction of ketones often leads to the creation of an
asymmetric center and, thereby, two possible stereoisomeric
alcohols.''®?°! For example, reduction of acetophenone by
a soluble rabbit kidney reductase leads to the enantiomeric
alcohols (S)(—)- and (R)(+)-methylphenylcarbinol, with
the (S)(—)-isomer predominating (3:1 ratio).?*> The prefer-
ential formation of one stereoisomer over the other is
termed product stereoselectivity in drug metabolism.?*!
Mechanistically, ketone reduction involves a “hydride”
transfer from the reduced nicotinamide moiety of the cofac-
tor NADPH or NADH to the carbonyl carbon atom of the
ketone. It is generally agreed that this step proceeds with
considerable stereoselectivity.''®*°! Consequently, it is not
surprising to find many reports of xenobiotic ketones that
are reduced preferentially to a predominant stereoisomer.
Often, ketone reduction yields alcohol metabolites that are
pharmacologically active.

Although many ketone-containing drugs undergo sig-
nificant reduction, only a few selected examples are pre-
sented in detail here. The xenobiotics that are not dis-
cussed in the text have been structurally tabulated in
Figure 3.10. The keto group undergoing reduction is des-
ignated with an arrow.

Ketones lacking asymmetric centers in their molecules,
such as acetophenone or the oral hypoglycemic acetohex-
amide, usually give rise to predominantly one enantiomer on
reduction. In humans, acetohexamide is metabolized rapidly
in the liver to give principally (S)(—)-hydroxyhexam-
ide.?32%* This metabolite is as active a hypoglycemic agent
as its parent compound and is eliminated through the
kidneys.?>> Acetohexamide usually is not recommended in
diabetic patients with renal failure, because of the possible
accumulation of its active metabolite, hydroxyhexamide.

When chiral ketones are reduced, they yield two possible
diastereomeric or epimeric alcohols. For example, the
(R)(+) enantiomer of the oral anticoagulant warfarin under-
goes extensive reduction of its side chain keto group to gen-
erate the (R,S)(+) alcohol as the major plasma metabolite in
humans.’®?°¢ Small amounts of the (R,R)(+) diastereomer
are also formed. In contrast, the (S)(—) enantiomer under-
goes little ketone reduction and is primarily 7-hydroxylated
(i.e., aromatic hydroxylation) in humans.

Reduction of the 6-keto functionality in the narcotic
antagonist naltrexone can lead to either the epimeric 6a-
or 6B-hydroxy metabolites, depending on the animal
species.”””?°® In humans and rabbits, bioreduction of
naltrexone is highly stereoselective and generates only 683-
naltrexol, whereas in chickens, reduction yields only 6a-
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naltrexol.>*’~2°° In monkeys and guinea pigs, however, both
epimeric alcohols are formed (predominantly 6f3-
naltrexol).>**3°! Apparently, in the latter two species, reduc-
tion of naltrexone to the epimeric 6a- and 683-alcohols is
carried out by two distinctly different reductases found in
the liver.???=3%!

Reduction of oxisuran appears not to be an important
pathway by which the parent drug mediates its immunosup-
pressive effects. Studies indicate that oxisuran has its great-
est immunosuppressive effects in those species that form
alcohols as their major metabolic products (e.g., human,
rat).3>3% In species in which reduction is a minor pathway
(e.g., dog), oxisuran shows little immunosuppressive activ-
ity 39439 These findings indicate that the oxisuran alcohols
(oxisuranols) are pharmacologically active and contribute
substantially to the overall immunosuppressive effect of the
parent drug. The sulfoxide group in oxisuran is chiral, by
virtue of the lone pair of electrons on sulfur. Therefore,
reduction of oxisuran leads to diastereomeric alcohols.

O
Cﬁ \\/) " \\O

C
@/\Cﬁ\H——"(j/\CH CH,

N
Oxisuranols
(diastereomeric mixture)

Oxisuran

Reduction of «,B-unsaturated ketones results in reduc-
tion not only of the ketone group but of the carbon—carbon
double bond as well. Steroidal drugs often fall into this
class, including norethindrone, a synthetic progestin found
in many oral contraceptive drug combinations. In women,
the major plasma and urinary metabolite of norethindrone is
the 38,58-tetrahydro derivative.>*’

Norethindrone

O/CH _CHg CH
N — @
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Ketones resulting from metabolic oxidative deamination
processes are also susceptible to reduction. For instance,
rabbit liver microsomal preparations metabolize amphet-
amine to phenylacetone, which is reduced subsequently to
1-phenyl-2-propanol.*®® In humans, a minor urinary
metabolite of (—)-ephedrine has been identified as the diol
derivative formed from keto reduction of the oxidatively
deaminated product 1-hydroxy-1-phenylpropan-2-one.>*

Reduction of Nitro and
Azo Compounds

The reduction of aromatic nitro and azo xenobiotics leads to
aromatic primary amine metabolites.”*® Aromatic nitro com-
pounds are reduced initially to the nitroso and hydroxylamine
intermediates, as shown in the following metabolic sequence:

o

Ar—NZ  — Ar—N=0 — Ar—NHOH — Ar—NH,

/\

Nitro Nitroso Hydroxylamine Amine

Azo reduction, however, is believed to proceed via a
hydrazo intermediate (-NH-NH-) that subsequently is cleaved
reductively to yield the corresponding aromatic amines:

Ar—N=N—Ar — Ar—NH—NH—Ar' —
Azo Hydrazo
Ar—NH, + H,N—Ar'
Amines
Bioreduction of nitro compounds is carried out by

NADPH-dependent microsomal and soluble nitro reductases
present in the liver. A multicomponent hepatic microsomal

38,5B-Tetrahydronorethindrone

OH
1-Phenyl-2-propanol

OH OH
| oH

1-Phenyl-1,2-propanediol
(as glucuronide conjugate)
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reductase system requiring NADPH appears to be responsi-
ble for azo reduction.®'%!? In addition, bacterial reductases
present in the intestine can reduce nitro and azo compounds,
especially those that are absorbed poorly or excreted mainly
in the bile 13314

Various aromatic nitro drugs undergo enzymatic reduc-
tion to the corresponding aromatic amines. For example,
the 7-nitro benzodiazepine derivatives clonazepam and
nitrazepam are metabolized extensively to their respective
7-amino metabolites in humans.*'>>'® The skeletal muscle
relaxant dantrolene (Dantrium) also reportedly undergoes
reduction to aminodantrolene in humans.3'7-318

For some nitro xenobiotics, bioreduction appears to be
a minor metabolic pathway in vivo, because of competing
oxidative and conjugative reactions. Under artificial anaer-
obic in vitro incubation conditions, however, these same
nitro xenobiotics are enzymatically reduced rapidly. For
example, most of the urinary metabolites of metronidazole
found in humans are either oxidation or conjugation prod-
ucts. Reduced metabolites of metronidazole have not been
detected.?'” When incubated anaerobically with guinea pig
liver preparations, however, metronidazole undergoes
considerable nitro reduction.?2°

N
N/C\IXCH

|
CH,CH,OH
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OH

» 1
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Bacterial reductase present in the intestine also tends to
complicate in vivo interpretations of nitro reduction. For
example, in rats, the antibiotic chloramphenicol is not re-
duced in vivo by the liver but is excreted in the bile and,
subsequently, reduced by intestinal flora to form the amino
metabolite.?*!+3%2

The enzymatic reduction of azo compounds is best exem-
plified by the conversion of sulfamidochrysoidine
(Prontosil) to the active sulfanilamide metabolite in the
liver.*?? This reaction has historical significance, for it led to

— H,N

Qﬁ

7-Amino Metabolite

/ \ /

0" "CH=N—N

Aminodantrolene

the discovery of sulfanilamide as an antibiotic and eventu-
ally to the development of many of the therapeutic sulfon-
amide drugs. Bacterial reductases present in the intestine
play a significant role in reducing azo xenobiotics, particu-
larly those that are absorbed poorly.?!*31* Accordingly, the
two azo dyes tartrazine®***?> and amaranth®?® have poor
oral absorption because of the many polar and ionized
zsulfonic acid groups present in their structures.

Therefore, these two azo compounds are metabolized
primarily by bacterial reductases present in the intestine.
The importance of intestinal reduction is further revealed in
the metabolism of sulfasalazine (formerly salicylazosul-
fapyridine, Azulfidine), a drug used in the treatment of ul-
cerative colitis. The drug is absorbed poorly and undergoes
reductive cleavage of the azo linkage to yield sulfapyridine
and 5-aminosalicylic acid.**’>?® The reaction occurs prima-
rily in the colon and is carried out principally by intestinal
bacteria. Studies in germfree rats, lacking intestinal flora,
have demonstrated that sulfasalazine is not reduced to any
appreciable extent.??’

Miscellaneous Reductions

Several minor reductive reactions also occur. Reduction of
N-oxides to the corresponding tertiary amine occurs to some
extent. This reductive pathway is of interest because several
tertiary amines are oxidized to form polar and water-soluble
N-oxide metabolites. If reduction of N-oxide metabolites
occurs to a significant extent, drug elimination of the parent
tertiary amine is impeded. N-Oxide reduction often is
assessed by administering the pure synthetic N-oxide in
vitro or in vivo and then attempting to detect the formation
of the tertiary amine. For example, imipramine N-oxide
undergoes reduction in rat liver preparations.**’

Reduction of sulfur-containing functional groups, such
as the disulfide and sulfoxide moieties, also constitutes
a minor reductive pathway. Reductive cleavage of the
disulfide bond in disulfiram (Antabuse) yields N,N-
diethyldithiocarbamic acid (free or glucuronidated) as a
major metabolite in humans.**'*3? Although sulfoxide
functionalities are oxidized mainly to sulfones (-SO;-),
they sometimes undergo reduction to sulfides. The
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importance of this reductive pathway is seen in the metab-
olism of the anti-inflammatory agent sulindac (Clinoril).
Studies in humans show that sulindac undergoes reduction
to an active sulfide that is responsible for the overall anti-
inflammatory effect of the parent drug.***33* Sulindac or
its sulfone metabolite exhibits little anti-inflammatory ac-
tivity. Another example of sulfide formation involves the
reduction of DMSO to dimethyl sulfide. In humans,
DMSO is metabolized to a minor extent by this pathway.
The characteristic unpleasant odor of dimethyl sulfide is
evident on the breath of patients who use this agent.*

I
CH;—S—CHy — CH,SCH,
Dimethyl Dimethyl
Sulfoxide Sulfide

€© HYDROLYTIC REACTIONS
Hydrolysis of Esters and Amides

The metabolism of ester and amide linkages in many drugs
is catalyzed by hydrolytic enzymes present in various tis-
sues and in plasma. The metabolic products formed (car-
boxylic acids, alcohols, phenols, and amines) generally are
polar and functionally more susceptible to conjugation and
excretion than the parent ester or amide drugs. The enzymes
carrying out ester hydrolysis include several nonspecific
esterases found in the liver, kidney, and intestine as well as
the pseudocholinesterases present in plasma.**®¥7 Amide
hydrolysis appears to be mediated by liver microsomal
amidases, esterases, and deacylases.337

Hydrolysis is a major biotransformation pathway for
drugs containing an ester functionality. This is because of
the relative ease of hydrolyzing the ester linkage. A classic
example of ester hydrolysis is the metabolic conversion of
aspirin (acetylsalicylic acid) to salicylic acid.>*® Of the two
ester moieties present in cocaine, it appears that, in gen-
eral, the methyl group is hydrolyzed preferentially to yield
benzoylecgonine as the major human urinary metabo-
lite.3° The hydrolysis of cocaine to methyl ecgonine, how-
ever, also occurs in plasma and, to a minor extent,
blood.?#3*! Methylphenidate (Ritalin) is biotransformed
rapidly by hydrolysis to yield ritalinic acid as the major
urinary metabolite in humans.>*? Often, ester hydrolysis of
the parent drug leads to pharmacologically active metabo-
lites. For example, hydrolysis of diphenoxylate in humans
leads to diphenoxylic acid (difenoxin), which is, appar-
ently, 5 times more potent an antidiarrheal agent than the
parent ester.>*> The rapid metabolism of clofibrate

Benzoylecgonine Methylecgonine

acid
344

(Atromid-S) yields p-chlorophenoxyisobutyric
(CPIB) as the major plasma metabolite in humans.
Studies in rats indicate that the free acid CPIB is responsi-

ble for clofibrate’s hypolipidemic effect.*3
O
COOH I COOH
O—C—CH, OH C”)
— + HO—C—CH 3
Aspirin Salicylic Acid Acetic Acid

(Acetylsalicylic acid)

Many parent drugs have been chemically modified or de-
rivatized to generate so-called prodrugs to overcome some
undesirable property (e.g., bitter taste, poor absorption, poor
solubility, irritation at site of injection). The rationale be-
hind the prodrug concept was to develop an agent that, once
inside the biological system, would be biotransformed to the
active parent drug.'® The presence of esterases in many tis-
sues and plasma makes ester derivatives logical prodrug
candidates, because hydrolysis would cause the ester
prodrug to revert to the parent compound. Accordingly,
antibiotics such as chloramphenicol and clindamycin have
been derivatized as their palmitate esters to minimize their
bitter taste and to improve their palatability in pediatric lig-
uid suspensions.**®347 After oral administration, intestinal
esterases and lipases hydrolyze the palmitate esters to the
free antibiotics. To improve the poor oral absorption of car-
benicillin, a lipophilic indanyl ester has been formulated
(Geocillin).**® Once orally absorbed, the ester is hydrolyzed
rapidly to the parent drug. A final example involves deriva-
tization of prednisolone to its C-21 hemisuccinate sodium
salt. This water-soluble derivative is extremely useful for
parenteral administration and is metabolized to the parent
steroid drug by plasma and tissue esterases.**’

Amides are hydrolyzed slowly in comparison to es-
ters.>*” Consequently, hydrolysis of the amide bond of
procainamide is relatively slow compared with hydrolysis of
the ester linkage in procaine.**®3°° Drugs in which amide
cleavage has been reported to occur, to some extent, include
lidocaine,>! carbamazepine,87 indomethacin,?*!"?3? and
prazosin (Minipress).?>**>* Amide linkages present in bar-
biturates (e.g., hexobarbital)*>*3> as well as in hydantoins
(e.g., 5-phenylhydantoin)*>*35> and succinimides (phensux-
imide)*>*3%3 are also susceptible to hydrolysis.

Miscellaneous Hydrolytic Reactions

Hydrolysis of recombinant human peptide drugs and hor-
mones at the N- or C-terminal amino acids by carboxypep-
tidase and aminopeptidase and proteases in blood and other
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tissues is a well-recognized hydrolytic reaction.?>¢3%7

Examples of peptides or protein hormones undergoing
hydrolysis include human insulin, growth hormone (GH),
prolactin, parathyroid hormone (PTH), and atrial natriuretic
factor (ANF).3>8

In addition to hydrolysis of amides and esters, hydrolytic
cleavage of other moieties occurs to a minor extent in drug
metabolism,® including the hydrolysis of phosphate esters
(e.g., diethylstilbestrol diphosphate), sulfonylureas, cardiac
glycosides, carbamate esters, and organophosphate com-
pounds. Glucuronide and sulfate conjugates also can un-
dergo hydrolytic cleavage by B-glucuronidase and sulfatase
enzymes. These hydrolytic reactions are discussed in the
following section. Finally, the hydration or hydrolytic cleav-
age of epoxides and arene oxides by epoxide hydrase is con-
sidered a hydrolytic reaction.

Miscellaneous Bioactivation
of Prodrugs

Throughout this chapter, the metabolism of produgs to an ac-
tive form is presented. However, in the cases presented ear-
lier, there was a chemical functional group that was subject
to phase I metabolism to release the active drug molecule.
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The metabolic reactions included oxidative activation, reduc-
tive activation, hydrolytic activation, etc. One reaction that is
of particular interest involves chemical activation as seen
with the proton pump inhibitors, which are clinically used to
treat gastric ulceration. When administered to a patient, the
drug is dosed orally, allowing for systemic distribution.
When the proton pump inhibitor arrives at an acidic region of
the body, such as the parietal cells of the stomach, chemical
activation occurs. The highly acidic environment in and
around the parietal cell allows for protonation of nitrogen on
the benzimidazole ring, followed by attachment of the pyri-
dine nitrogen. Ring opening of the intermediate then yields
the sulfenic acid that subsequently cyclizes with the loss of
water. This intermediate is highly susceptible to nucleophilic
attack by the SH moieties of the cysteine residues associated
with proteins, including the proton pump of the parietal cells.
This pump is responsible for exchange of K+ with H+ from
parietal cell into gastric lumen, and through this inhibition,
there is regulation of the acidic environment of stomach.

© PHASE 1l OR CONJUGATION
REACTIONS

Phase I or functionalization reactions do not always pro-
duce hydrophilic or pharmacologically inactive metabo-
lites. Various phase II or conjugation reactions, however,

5-F’henylhydantom
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gy

Prazosin

1 iiio

C 3

Phensuximide

can convert these metabolites to more polar and water-
soluble products. Many conjugative enzymes accomplish
this objective by attaching small, polar, and ionizable en-
dogenous molecules, such as glucuronic acid, sulfate,
glycine, and glutamine, to the phase I metabolite or parent
xenobiotic. The resulting conjugated products are rela-
tively water soluble and readily excretable. In addition,
they generally are biologically inactive and nontoxic.
Other phase II reactions, such as methylation and acetyla-
tion, do not generally increase water solubility but mainly
serve to terminate or attenuate pharmacological activity.
The role of GSH is to combine with chemically reactive
compounds to prevent damage to important biomacromol-
ecules, such as DNA, RNA, and proteins. Thus, phase II
reactions can be regarded as truly detoxifying pathways in
drug metabolism, with a few exceptions.

A distinguishing feature of most phase II reactions is that
the conjugating group (glucuronic acid, sulfate, methyl, and
acetyl) is activated initially in the form of a coenzyme be-
fore transfer or attachment of the group to the accepting sub-
strate by the appropriate transferase enzyme. In other cases,
such as glycine and glutamine conjugation, the substrate is
activated initially. Many endogenous compounds, such as
bilirubin, steroids, catecholamines, and histamine, also un-
dergo conjugation reactions and use the same coenzymes,
although they appear to be mediated by more specific
transferase enzymes. The phase II conjugative pathways
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discussed include those previously listed in this chapter.
Although other conjugative pathways exist (e.g., conjuga-
tion with glycosides, phosphate, and other amino acids and
conversion of cyanide to thiocyanate), they are of minor im-
portance in drug metabolism and are not covered in this
chapter.

Glucuronic Acid Conjugation

Glucuronidation is the most common conjugative pathway
in drug metabolism for several reasons: (a) a readily avail-
able supply of D-glucuronic acid (derived from D-glucose),
(b) numerous functional groups that can combine enzymat-
ically with glucuronic acid, and (c) the glucuronyl moiety
(with its ionized carboxylate [pK, 3.2] and polar hydroxyl
groups), which, when attached to xenobiotic substrates,
greatly increases the water solubility of the conjugated
product.!'733973¢1 Eormation of B-glucuronides involves
two steps: synthesis of an activated coenzyme, uridine-5'-
diphospho-a-D-glucuronic acid (UDPGA), and subsequent
transfer of the glucuronyl group from UDPGA to an appro-
priate substrate.!!7%%3%! The transfer step is catalyzed by
microsomal enzymes called UDP-glucuronyltransferases.
They are found primarily in the liver but also occur in
many other tissues, including kidney, intestine, skin, lung,
and brain.*®*3¢! The sequence of events involved in
glucuronidation is summarized in Figure 3.11.!!7:360:36!
The synthesis of the coenzyme UDPGA uses a-D-glucose-
1-phosphate as its initial precursor. Note that all glu-
curonide conjugates have the 3-configuration or B-linkage
at C-1 (hence, the term B-glucuronides). In contrast, the
coenzyme UDPGA has an a-linkage. In the enzymatic
transfer step, it appears that nucleophilic displacement of
the a-linked UDP moiety from UDPGA by the substrate
RXH proceeds with complete inversion of configuration at
C-1 to give the B-glucuronide. Glucuronidation of one
functional group usually suffices to effect excretion of the
conjugated metabolite; diglucuronide conjugates do not
usually occur.

The diversity of functional groups undergoing glu-
curonidation is illustrated in Table 3.3 and Figure 3.12.

(microsomal)

utp PP Uridine-5'-diphospho-a-
D-glucose
Phosphorylase (UDPG)
2NAD*
UDPG Dehydrogenase
(soluble)
2 NADH+2 H
COOH 0
Acceptor HO > H
1
1 _XR UDP  HXR
HO—%  HO
H UDP-Glucuronyl- O—ubDP
transferase Uridine-5'-diphospho-a-

p-glucuronic Acid (UDPGA)

(a-linkage at C-1)

Metabolic products are classified as oxygen—, nitrogen—,
sulfur—, or carbon-glucuronide, according to the het-
eroatom attached to the C-1 atom of the glucuronyl group.
Two important functionalities, the hydroxy and carboxy,
form O-glucuronides. Phenolic and alcoholic hydroxyls
are the most common functional groups undergoing
glucuronidation in drug metabolism. As we have seen,
phenolic and alcoholic hydroxyl groups are present in
many parent compounds and arise through various phase I
metabolic pathways. Morphine,*®>3%3 acetaminophen,®*
and p-hydroxyphenytoin (the major metabolite of
phenytoin)*®->° are a few examples of phenolic compounds
that undergo considerable glucuronidation. Alcoholic

TABLE 3.3 Types of Compounds Forming Oxygen,
Nitrogen, Sulfur, and Carbon Glucuronides?

Oxygen Glucuronides

Hydroxyl compounds

Phenols: morphine, acetaminophen, p-hydroxyphenytoin
Alcohols: tricholoroethanol, chloramphenicol, propranolol
Enols: 4-hydroxycoumarin

N-Hydroxyamines: N-hydroxydapsone

N-Hydroxyamides: N-hydroxy-2-acetylaminofluorene
Carboxyl compounds

Aryl acids: benzoic acid, salicylic acid

Arylalkyl acids: naproxen, fenoprofen

Nitrogen Glucuronides

Arylamines: 7-amino-5-nitroindazole
Alkylamines: desipramine

Amides: meprobamate

Sulfonamides: sulfisoxazole

Tertiary amines: cyproheptadine, tripelennamine

Sulfur Glucuronides
Sulfhydryl groups: methimazole, propylthiouracil,
diethylthiocarbamic acid
Carbon Glucuronides
3,5-Pyrazolidinedione: phenylbutazone, sulfinpyrazone

For structures and site of B-glucuronide attachment, see Figure 4.12.
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sites of B-glucuronide attachment.
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hydroxyls, such as those present in trichloroethanol (major
metabolite of chloral hydrate),?®® chloramphenicol,*® and
propranolol,**®3%7 are also commonly glucuronidated.
Less frequent is glucuronidation of other hydroxyl groups,
such as enols,*® N-hydroxylamines,”*® and N-hydroxyl-
amides.?*' For examples, refer to the list of glucuronides
in Table 3.3.

The carboxy group is also subject to conjugation with
glucuronic acid. For example, arylaliphatic acids, such as
the anti-inflammatory agents naproxen* and fenopro-
fen,>’%37! are excreted primarily as their O-glucuronide de-
rivatives in humans. Carboxylic acid metabolites such as
those arising from chlorpheniramine®® and propranolol*’
(see “Reduction of Aldehyde and Ketone Carbonyls,”) form
O-glucuronide conjugates. Aryl acids (e.g., benzoic acid,*”?
salicylic acid®’*2"*) also undergo conjugation with gluc-
uronic acid, but conjugation with glycine appears to be a
more important pathway for these compounds.

Occasionally, N-glucuronides are formed with aromatic
amines, aliphatic amines, amides, and sulfonamides.
Representative examples are found in the list of gluc-
uronides in Table 3.3. Glucuronidation of aromatic and
aliphatic amines is generally a minor pathway in compari-
son with N-acetylation or oxidative processes (e.g., oXi-
dative deamination). Tertiary amines, such as the anti-
histaminic agents cyproheptadine (Periactin)*’> and
tripelennamine,?’® form interesting quaternary ammonium
glucuronide metabolites.

Because the thiol group (SH) does not commonly occur
in xenobiotics, S-glucuronide products have been reported
for only a few drugs. For instance, the thiol groups present
in methimazole (Tapazole),*”” propylthiouracil,®’®*"° and
N,N-diethyldithiocarbamic acid (major reduced metabolite
of disulfiram, Antabuse)**° undergo conjugation with gluc-
uronic acid.

The formation of glucuronides attached directly to a car-
bon atom is relatively novel in drug metabolism. Studies in
humans have shown that conjugation of phenylbutazone
(Butazolidin)*8!3# and sulfinpyrazone (Anturane)>®3 yield
the corresponding C-glucuronide metabolites:

CgH C.H CeHs CeH
{N_N/ 6"'s NN 675
— Z X
o//S(&o HOOC 0
H R

HO
HO

C-Glucuronide Metabolite
Phenylbutazone, R = CH,CH,CH,CH;
Sulfinpyrazone, R = CH,CH,SC¢Hs
I

o

Besides xenobiotics, several endogenous substrates,
notably bilirubin*®* and steroids,*®> are eliminated as gluc-

uronide conjugates, which are excreted primarily in the
urine. As the relative molecular mass of the conjugate
exceeds 300 Da, however, biliary excretion may become
an important route of elimination.*®® Glucuronides that
are excreted in the bile are susceptible to hydrolysis by
B-glucuronidase enzymes present in the intestine. The
hydrolyzed product may be reabsorbed in the intestine, thus
leading to enterohepatic recycling.”* 8-Glucuronidases are
also present in many other tissues, including the liver, the
endocrine system, and the reproductive organs. Although
the function of these hydrolytic enzymes in drug metabo-
lism is unclear, it appears that, in terms of hormonal and
ccendocrine regulation, B-glucuronidases may liberate
active hormones (e.g., steroids) from their inactive gluc-
uronide conjugates.**

In neonates and children, glucuronidating processes are
often not developed fully. In such subjects, drugs and
endogenous compounds (e.g., bilirubin) that are metabo-
lized normally by glucuronidation may accumulate and
cause serious toxicity. For example, neonatal hyperbiliru-
binemia may be attributable to the inability of newborns
to conjugate bilirubin with glucuronic acid.*®’ Similarly,
the inability of infants to glucuronidate chloramphenicol
has been suggested to be responsible for the gray baby
syndrome, which results from accumulation of toxic levels
of the free antibiotic.*®®

Sulfate Conjugation

Conjugation of xenobiotics with sulfate occurs primarily
with phenols and, occasionally, with alcohols, aromatic
amines, and N-hydroxy compounds.*®*—=°! In contrast to
glucuronic acid, the amount of available sulfate is rather
limited. The body uses a significant portion of the sulfate
pool to conjugate numerous endogenous compounds such
as steroids, heparin, chondroitin, catecholamines, and thy-
roxine. The sulfate conjugation process involves activation
of inorganic sulfate to the coenzyme 3’-phosphoadenosine-
5'-phosphosulfate (PAPS). Subsequent transfer of the sul-
fate group from PAPS to the accepting substrate is cat-
alyzed by various soluble sulfotransferases present in the
liver and other tissues (e.g., kidney, intestine).>*> The se-
quence of events involved in sulfoconjugation is depicted
in Figure 3.13. Sulfate conjugation generally leads to
water-soluble and inactive metabolites. It appears, how-
ever, that the O-sulfate conjugates of some N-hydroxy
compounds give rise to chemically reactive intermediates
that are toxic.?*!

Phenols compose the main group of substrates under-
going sulfate conjugation. Thus, drugs containing pheno-
lic moieties are often susceptible to sulfate formation. For
example, the antihypertensive agent «-methyldopa
(Aldomet) is metabolized extensively to its 3-O-sulfate
ester in humans.>**3* The B-adrenergic bronchodilators
salbutamol (albuterol)*>®> and terbutaline (Brethine,
Bricanyl)**® also undergo sulfate conjugation as their
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principal route of metabolism in humans. For many phe-
nols, however, sulfoconjugation may represent only a
minor pathway. Glucuronidation of phenols is frequently a
competing reaction and may predominate as the conjuga-
tive route for some phenolic drugs. In adults, the major
urinary metabolite of the analgesic acetaminophen is the
O-glucuronide conjugate, with the concomitant O-sulfate
conjugate being formed in small amounts.>** Interestingly,
infants and young children (ages 3-9 years) exhibit a dif-
ferent urinary excretion pattern: the O-sulfate conjugate is
the main urinary product.>*”-3°® The explanation for this
reversal stems from the fact that neonates and young chil-
dren have a decreased glucuronidating capacity because of
undeveloped glucuronyltransferases or low levels of these
enzymes. Sulfate conjugation, however, is well developed
and becomes the main route of acetaminophen conjugation
in this pediatric group.

CHs

— > HO.3 CH
:O/ E—=coon
HO 4 [|\||-|2

a-Methyldopa

Terbutaline

Figure 3.13 ® Formation of PAPS and
sulfate conjugates.
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Other functionalities, such as alcohols (e.g., aliphatic C,
to Cs alcohols, diethylene glycol)****%° and aromatic amines
(e.g., aniline, 2-naphthylamine),**'*%> can also form sulfate
conjugates. These reactions, however, have only minor

importance in drug metabolism. The sulfate conjugation of
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N-hydroxylamines and N-hydroxylamides takes place as
well, occasionally. O-Sulfate ester conjugates of N-hydroxy
compounds are of considerable toxicological concern be-
cause they can lead to reactive intermediates that are respon-
sible for cellular toxicity. The carcinogenic agents N-methyl-
4-aminoazobenzene and 2-AAF are believed to mediate their
toxicity through N-hydroxylation to the corresponding N-hy-
droxy compounds (see earlier section on N-hydroxylation of
amines and amides). Sulfoconjugation of the N-hydroxy
metabolites yields O-sulfate esters, which presumably are the
ultimate carcinogenic species. Loss of SO4>~ from the fore-
going sulfate conjugates generates electrophilic nitrenium
species, which may react with nucleophilic groups (e.g.,
NH,, OH, SH) present in proteins, DNA, and RNA to form
covalent linkages that lead to structural and functional alter-
ation of these crucial biomacromolecules.*”® The conse-
quences of this are cellular toxicity (tissue necrosis) or alter-
ation of the genetic code, eventually leading to cancer. Some
evidence supporting the role of sulfate conjugation in the
metabolic activation of N-hydroxy compounds to reactive in-
termediates comes from the observation that the degree of
hepatotoxicity and hepatocarcinogenicity of N-hydroxy-2-
acetylaminofluorene depends markedly on the level of sulfo-
transferase activity in the liver.*%+40

The discontinued analgesic phenacetin is metabolized
to N-hydroxyphenacetin and subsequently conjugated with
sulfate.*®® The O-sulfate conjugate of N-hydroxy-
phenacetin binds covalently to microsomal proteins.*?’

0O
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ATP  PPi
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e
CH

N-Hydroxyphenacetin

This pathway may represent one route leading to reactive
intermediates that are responsible for the hepatotoxicity
and nephrotoxicity associated with phenacetin. Other path-
ways (e.g., arene oxides) leading to reactive electrophilic
intermediates are also possible.®

Conjugation with Glycine, Glutamine,
and Other Amino Acids

The amino acids glycine and glutamine are used by mam-
malian systems to conjugate carboxylic acids, particularly
aromatic acids and arylalkyl acids.**®*% Glycine conjugation
is common to most mammals, whereas glutamine conjugation
appears to be confined mainly to humans and other primates.
The quantity of amino acid conjugates formed from xenobi-
otics is minute because of the limited availability of amino
acids in the body and competition with glucuronidation for
carboxylic acid substrates. In contrast with glucuronic acid
and sulfate, glycine and glutamine are not converted to acti-
vated coenzymes. Instead, the carboxylic acid substrate is ac-
tivated with adenosine triphosphate (ATP) and coenzyme A
(CoA) to form an acyl-CoA complex. The latter intermediate,
in turn, acylates glycine or glutamine under the influence of
specific glycine or glutamine N-acyltransferase enzymes. The
activation and acylation steps take place in the mitochondria
of liver and kidney cells. The sequence of metabolic events
associated with glycine and glutamine conjugation of phenyl-
acetic acid is summarized in Figure 3.14. Amino acid conju-

O 0
I CoASH AMP I
C — C
PN
, AMP CH, SCoA

Phenylacetic Acid An Acyl - CoA Intermediate
Glycine or COOH
Glutamine C|3 R Glycine or
N-Acyltransferase P i
H2N \ Glutamine
H
?}) ?OOH
O\ PASN /C{"R
CH, N

Glycine Conjugate R = H

Glutamine Conjugate R = CH,CH,CONH,

Figure 3.14 ® Formation of glycine and glutamine conjugates of phenylacetic acid.
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Aromatic acids and arylalkyl acids are the major substrates
undergoing glycine conjugation. The conversion of benzoic
acid to its glycine conjugate, hippuric acid, is a well-known
metabolic reaction in many mammalian systems.*'” The ex-
tensive metabolism of salicylic acid (75% of dose) to salicyl-
uric acid in humans is another illustrative example.*'!#!2
Carboxylic acid metabolites resulting from oxidation or hy-
drolysis of many drugs are also susceptible to glycine conju-
gation. For example, the H;-histamine antagonist bromphen-
iramine is oxidized to a propionic acid metabolite that is
conjugated with glycine in both human and dog.'®! Similarly,
p-fluorophenylacetic acid, derived from the metabolism of the
antipsychotic agent haloperidol (Haldol), is found as the
glycine conjugate in the urine of rats.*'* Phenylacetic acid and
isonicotinic acid, resulting from the hydrolysis of, respec-
tively, the anticonvulsant phenacemide (Phenurone)*'* and the
antituberculosis agent isoniazid,**> also are conjugated with
glycine to some extent.

Glutamine conjugation occurs mainly with arylacetic acids,
including endogenous phenylacetic*'® and 3-indolylacetic
acid.*!” A few glutamine conjugates of drug metabolites have
been reported. For example, in humans, the 3,4-dihydroxy-5-
methoxyphenylacetic acid metabolite of mescaline is found as
a conjugate of glutamine.*'® Diphenylmethoxyacetic acid, a
metabolite of the antihistamine diphenhydramine (Benadryl),
is biotransformed further to the corresponding glutamine de-
rivative in the rhesus monkey.*"”

Several other amino acids are involved in the conjugation
of carboxylic acids, but these reactions occur only occasion-
ally and appear to be highly substrate and species depen-
dent.****?Y Ornithine (in birds), aspartic acid and serine
(in rats), alanine (in mouse and hamster), taurine
(H,NCH,CH,SO3H) (in mammals and pigeons), and histi-
dine (in African bats) are among these amino acids.**°

GSH or Mercapturic Acid Conjugates

GSH conjugation is an important pathway for detoxifying
chemically reactive electrophilic compounds.**'?® It is now

generally accepted that reactive electrophilic species manifest
their toxicity (e.g., tissue necrosis, carcinogenicity, muta-
genicity, teratogenicity) by combining covalently with nucleo-
philic groups present in vital cellular proteins and nucleic
acids.*** Many serious drug toxicities may be explained also
in terms of covalent interaction of metabolically generated
electrophilic intermediates with cellular nucleophiles.”® GSH
protects vital cellular constituents against chemically reactive
species by virtue of its nucleophilic SH group. The SH group
reacts with electron-deficient compounds to form S-substi-
tuted GSH adducts (Fig. 3.15).4217428

GSH is a tripeptide (y-glutamyl-cysteinylglycine) found in
most tissues. Xenobiotics conjugated with GSH usually are
not excreted as such, but undergo further biotransformation to
give S-substituted N-acetylcysteine products called mercap-
turic acids.”®8¢42%428 This process involves enzymatic cleav-
age of two amino acids (namely, glutamic acid and glycine)
from the initially formed GSH adduct and subsequent
N-acetylation of the remaining S-substituted cysteine residue.
The formation of GSH conjugates and their conversion to
mercapturic acid derivatives are outlined in Figure 3.15.

Conjugation of a wide spectrum of substrates with GSH
is catalyzed by a family of cytoplasmic enzymes known as
GSH S-transferases.”” These enzymes are found in most tis-
sues, particularly the liver and kidney. Degradation of GSH
conjugates to mercapturic acids is carried out principally by
renal and hepatic microsomal enzymes (Fig. 3.15).”® Unlike
other conjugative phase II reactions, GSH conjugation does
not require the initial formation of an activated coenzyme or
substrate. The inherent reactivity of the nucleophilic GSH
toward an electrophilic substrate usually provides sufficient
driving force. The substrates susceptible to GSH conjuga-
tion are quite varied and encompass many chemically differ-
ent classes of compounds. A major prerequisite is that the
substrate be sufficiently electrophilic. Compounds that react
with GSH do so by two general mechanisms: (a) nucleo-
philic displacement at an electron-deficient carbon or het-
eroatom or (b) nucleophilic addition to an electron-deficient
double bond.**!~*?

Many aliphatic and arylalkyl halides (Cl, Br, I), sulfates
(OSO537), sulfonates (OSO,R), nitrates (NO,), and
organophosphates (O-P[OR],) possess electron-deficient
carbon atoms that react with GSH (by aliphatic nucleophilic
displacement) to form GSH conjugates, as shown:

+6 —d
GSH/“*(,)HQ—¥X]——> G.S—C|3H2 + HX
R R

R = Alkyl, Aryl, Benzylic, Allylic
X =Br, Cl, 1,0805~, OSO,R, OPO(OR),
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Figure 3.15 ® Formation of GSH conjugates of electrophilic xenobiotics or metabolites

(E) and their conversion to mercapturic acids.

The carbon center is rendered electrophilic as a result of
the electron-withdrawing group (e.g., halide, sulfate, phos-
phate) attached to it. Nucleophilic displacement often is
facilitated when the carbon atom is benzylic or allylic or
when X is a good leaving group (e.g., halide, sulfate). Many
industrial chemicals, such as benzyl chloride (C¢HsCH,Cl),
allyl chloride (CH,=—CHCH,Cl), and methyl iodide, are

GSH

No2
CH,—0"

Cl

Cl NO, = |l

2,4-Dichloronitrobenzene

known to be toxic and carcinogenic. The reactivity of these
three halides toward GSH conjugation in mammalian sys-
tems is demonstrated by the formation of the corresponding
mercapturic acid derivatives.*>***® Organophosphate in-
secticides, such as methyl parathion, are detoxified by two
different GSH pathways.***#*! Pathway “a” involves
aliphatic nucleophilic substitution and yields S-methylglu-

i
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tathione. Pathway “b” involves aromatic nucleophilic sub-
stitution and produces S-p-nitrophenylglutathione.
Aromatic or heteroaromatic nucleophilic substitution reac-
tions with GSH occur only when the ring is rendered suffi-
ciently electrondeficient by the presence of one or more
strongly electron-withdrawing substituents (e.g., NO,, CI).
For example, 2,4-dichloronitrobenzene is susceptible to
nucleophilic substitution by GSH, whereas chlorobenzene
is not.*3

The metabolism of the immunosuppressive drug azathio-
prine (Imuran) to 1-methyl-4-nitro-5-(S-glutathionyl)imi-
dazole and 6-mercaptopurine is an example of hetero-
aromatic nucleophilic substitution involving GSH.*3¥43%
Interestingly, 6-mercaptopurine formed in this reaction ap-
pears to be responsible for azathioprine’s immunosuppres-
sive activity.*3¢

NO, NO,
N
<N\ S GSH 4 ‘g\ \
| - ‘ sG *
z N
HaC Nk | \> CH,4 K
X N 1-Methyl-4-nitro-5-
N H (S-glutathionyl) 6- Mercaptopunne
Azathioprine imidazole

Arene oxides and aliphatic epoxides (or oxiranes) repre-
sent a very important class of substrates that are conjugated
and detoxified by GSH.**” The three-membered oxygen-
containing ring in these compounds is highly strained and,
therefore, reactive toward ring cleavage by nucleophiles
(e.g., GSH, H,O0, or nucleophilic groups present on cellular
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macromolecules). As discussed previously, arene oxides
and epoxides are intermediary products formed from CYP
oxidation of aromatic compounds (arenes) and olefins, re-
spectively. If reactive arene oxides (e.g., benzo[a]pyrene-
4,5-oxide, 4-bromobenzene oxide) and aliphatic epoxides
(e.g., styrene oxide) are not “neutralized” or detoxified by
GSH S-transferase, epoxide hydrase, or other pathways,
they ultimately covalently bind to cellular macromolecules
and cause serious cytotoxicity and carcinogenicity. The
isolation of GSH or mercapturic acid adducts from
benzo[a]pyrene, bromobenzene, and styrene clearly demon-
strates the importance of GSH in reacting with the reactive
epoxide metabolites generated from these compounds.

GSH conjugation involving substitution at heteroatoms,
such as oxygen, is seen often with organic nitrates. For
example, nitroglycerin (Nitrostat) and isosorbide dinitrate
(Isordil) are metabolized by a pathway involving an initial
GSH conjugation reaction. The GSH conjugate products,
however, are not metabolized to mercapturic acids but
instead are converted enzymatically to the corresponding
alcohol derivatives and glutathione disulfide (GSSG).**®

The nucleophilic addition of GSH to electron-deficient
carbon—carbon double bonds occurs mainly in compounds
with «,B-unsaturated double bonds. In most instances, the
double bond is rendered electron deficient by resonance or
conjugation with a carbonyl group (ketone or aldehyde),
ester, nitrile, or other. Such «,B-unsaturated systems un-
dergo so-called Michael addition reactions with GSH to
yield the corresponding GSH adduct.**'*?8 For example, in
rats and dogs, the diuretic agent ethacrynic acid (Edecrin)
reacts with GSH to form the corresponding GSH or mercap-
turic acid derivatives.**® Not all «,B-unsaturated com-
pounds are conjugated with GSH. Many steroidal agents
with «,B-unsaturated carbonyl moieties, such as prednisone
and digitoxigenin, have evinced no significant conjugation
with GSH. Steric factors, decreased reactivity of the double
bond, and other factors (e.g., susceptibility to metabolic re-
duction of the ketone or the C=C double bond) may ac-
count for these observations.

Occasionally, metabolic oxidative biotransformation re-
actions may generate chemically reactive «,3-unsaturated
systems that react with GSH. For example, metabolic oxida-
tion of acetaminophen presumably generates the chemically
reactive intermediate N-acetylimidoquinone. Michael addi-
tion of GSH to the imidoquinone leads to the corresponding
mercapturic acid derivative in both animals and hu-
mans.”*>?*® 2_Hydroxyestrogens, such as 2-hydroxy-178-
estradiol, undergo conjugation with GSH to yield the two
isomeric mercapturic acid or GSH derivatives. Although the
exact mechanism is unclear, it appears that 2-hydroxyestro-
gen is oxidized to a chemically reactive orthoquinone or
semiquinone intermediate that reacts with GSH at either the
electrophilic C-1 or C-4 position,*40441

In most instances, GSH conjugation is regarded as a detox-
ifying pathway that protects cellular macromolecules such as
protein and DNA against harmful electrophiles. In a few
cases, GSH conjugation has been implicated in causing toxic-
ity. Often, this is because the GSH conjugates are themselves
electrophilic (e.g., vicinal dihaloethanes) or give rise to meta-
bolic intermediates (e.g., cysteine metabolites of haloalkenes)
that are electrophilic.****?® 1,2-Dichloroethane, for example,
reacts with GSH to produce S-(2-chloroethyl)glutathione; the
nucleophilic sulfur group in this conjugate can internally dis-

place the chlorine group to give rise to an electrophilic three-
membered ring episulfonium ion. The covalent interaction of
the episulfonium intermediate with the guanosine moiety of
DNA may contribute to the mutagenic and carcinogenic ef-
fects observed for 1,2-dichloroethane.*>>*?” The metabolic
conversion of GSH conjugates to reactive cysteine metabo-
lites is responsible for the nephrotoxicity associated with
some halogenated alkanes and alkenes.*”® The activation
pathway appears to involve y-glutamyl transpeptidase and
cysteine conjugate 3-lyase, two enzymes that apparently tar-
get the conjugates to the kidney.

Acetylation

Acetylation constitutes an important metabolic route for
drugs containing primary amino groups.**®#42443 This en-
compasses primary aromatic amines (ArNH,), sulfonamides
(H,NCgH4SO,NHR), hydrazines (—NHNH,), hydrazides
(—CONHNH;), and primary aliphatic amines. The
amide derivatives formed from acetylation of these amino
functionalities are generally inactive and nontoxic. Because
water solubility is not enhanced greatly by N-acetylation, it
appears that the primary function of acetylation is to termi-
nate pharmacological activity and detoxification. A few re-
ports indicate, however, that acetylated metabolites may be
as active as (e.g., N-acetylprocainamide),*****> or more
toxic than (e.g., N-acetylisoniazid),*****” their correspon-
ding parent compounds.

The acetyl group used in N-acetylation of xenobiotics is
supplied by acetyl-CoA.**® Transfer of the acetyl group from
this cofactor to the accepting amino substrate is carried out by
soluble N-acetyltransferases present in hepatic reticuloen-
dothelial cells. Other extrahepatic tissues, such as the lung,
spleen, gastric mucosa, red blood cells, and lymphocytes, also
show acetylation capability. N-Acetyltransferase enzymes
display broad substrate specificity and catalyze the acetyla-
tion of several drugs and xenobiotics (Fig. 3.16).44%443
Aromatic compounds with a primary amino group, such as
aniline,**® p-aminobenzoic acid,***** p-aminosalicylic
acid,'® procainamide (Pronestyl),**+#43448449 and dapsone
(Avlosulfon),*° are especially susceptible to N-acetylation.
Aromatic amine metabolites resulting from the reduction of
aryl nitro compounds also are N-acetylated. For example, the
anticonvulsant clonazepam (Klonopin) undergoes nitro
reduction to its 7-amino metabolite, which in turn is N-
acetylated.®'> Another related benzodiazepam analog, ni-
trazepam, follows a similar pathway.?'¢

The metabolism of several sulfonamides, such as sulfanil-
amide,*! sulfamethoxazole (Gantanol),*? sulfisoxazole
(Gantrisin),*? sulfapyridine** (major metabolite from azo
reduction of sulfasalazine, Azulfidine), and sulfameth-
azine,**® occurs mainly by acetylation at the N-4 position.
With sulfanilamide, acetylation also takes place at the
sulfamido N-1 position.*>' N-Acetylated metabolites of
sulfonamides tend to be less water soluble than their parent
compounds and have the potential of crystallizing out in renal
tubules (crystalluria), thereby causing kidney damage. The
frequency of crystalluria and renal toxicity is especially high
with older sulfonamide derivatives, such as sulfathiazole.!**°
Newer sulfonamides, such as sulfisoxazole and sulfamethox-
azole, however, are metabolized to relatively water-soluble
acetylated derivatives, which are less likely to precipitate out.

(text continues on page 101)
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Figure 3.16 ® Examples of different types of compound undergoing N-acetylation.
Arrows indicate sites of N-acetylation.
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The biotransformation of hydrazine and hydrazide deriv-
atives also proceeds by acetylation. The antihypertensive
hydralazine (Apresoline)***° and the MAO inhibitor
phenelzine (Nardil)**® are two representative hydrazine
compounds that are metabolized by this pathway. The ini-
tially formed N-acetyl derivative of hydralazine is unstable
and cyclizes intramolecularly to form 3-methyl-s-tria-
zolo[3,4-a]phthalazine as the major isolable hydralazine
metabolite in humans.****°5 The antituberculosis drug iso-
niazid or isonicotinic acid hydrazide (INH) is metabolized
extensively to N-acetylisoniazid.**¢-447

The acetylation of some primary aliphatic amines such as
histamine,*’ mescaline,”°®?%° and the bis-N-demethylated
metabolite of a(—)-methadol*>**#%° also has been reported.
In comparison with oxidative deamination processes,
N-acetylation is only a minor pathway in the metabolism of
this class of compounds.

The acetylation pattern of several drugs (e.g., isoniazid,
hydralazine, procainamide) in the human population dis-
plays a bimodal character in which the drug is conjugated
either rapidly or slowly with acetyl-CoA.*®'*%? This phe-
nomenon is termed acetylation polymorphism. Individuals
are classified as having either slow or rapid acetylator phe-
notypes. This variation in acetylating ability is genetic and
is caused mainly by differences in N-acetyltransferase
activity. The proportion of rapid and slow acetylators
varies widely among different ethnic groups throughout
the world. Oddly, a high proportion of Eskimos and
Asians are rapid acetylators, whereas Egyptians and some
Western European groups are mainly slow acetylators.*®?
Other populations are intermediate between these two

extremes. Because of the bimodal distribution of the
human population into rapid and slow acetylators, there
appears to be significant individual variation in therapeu-
tic and toxicological responses to drugs displaying acety-
lation polymorphism.*08:461:462 Glow acetylators seem
more likely to develop adverse reactions, whereas rapid
acetylators are more likely to show an inadequate thera-
peutic response to standard drug doses.

The antituberculosis drug isoniazid illustrates many of
these points. The plasma half-life of isoniazid in rapid acety-
lators ranges from 45 to 80 minutes; in slow acetylators, the
half-life is about 140 to 200 minutes.*®* Thus, for a given
fixed-dosing regimen, slow acetylators tend to accumulate
higher plasma concentrations of isoniazid than do rapid
acetylators. Higher concentrations of isoniazid may explain
the greater therapeutic response (i.e., higher cure rate)
among slow acetylators, but they probably also account for
the greater incidence of adverse effects (e.g., peripheral neu-
ritis and drug-induced systemic lupus erythematosus syn-
drome) observed among slow acetylators.**> Slow acetyla-
tors of isoniazid apparently are also more susceptible to
certain drug interactions involving drug metabolism. For ex-
ample, phenytoin toxicity associated with concomitant use
with isoniazid appears to be more prevalent in slow acetyla-
tors than in rapid acetylators.*** Isoniazid inhibits the
metabolism of phenytoin, thereby leading to an accumula-
tion of high and toxic plasma levels of phenytoin.

Interestingly, patients who are rapid acetylators appear to
be more likely to develop isoniazid-associated hepatitis.*4¢-44
This liver toxicity presumably arises from initial hydrolysis of
the N-acetylated metabolite N-acetylisoniazid to acetylhy-
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drazine. The latter metabolite is further converted (by CYP
enzyme systems) to chemically reactive acylating intermedi-
ates that covalently bind to hepatic tissue, causing necrosis.
Pathological and biochemical studies in experimental animals
appear to support this hypothesis. Therefore, rapid acetylators
run a greater risk of incurring liver injury by virtue of produc-
ing more acetylhydrazine.

The tendency of drugs such as hydralazine and pro-
cainamide to cause lupus erythematosus syndrome and to
elicit formation of antinuclear antibodies (ANAs) appears
related to acetylator phenotype, with greater prevalence in
slow acetylators.*®>4% Rapid acetylation may prevent the
immunological triggering of ANA formation and the lupus
syndrome. Interestingly, the N-acetylated metabolite of pro-
cainamide is as active an antiarrthythmic agent as the parent
drug***** and has a half-life twice as long in humans.*®’
These findings indicate that N-acetylprocainamide may be a
promising alternative to procainamide as an antiarrhythmic
agent with less lupus-inducing potential.

Methylation

Methylation reactions play an important role in the biosyn-
thesis of many endogenous compounds (e.g., epinephrine
and melatonin) and in the inactivation of numerous physio-
logically active biogenic amines (e.g., norepinephrine,
dopamine, serotonin, and histamine).**® Methylation, how-
ever, constitutes only a minor pathway for conjugating
drugs and xenobiotics. Methylation generally does not lead
to polar or water-soluble metabolites, except when it creates
a quaternary ammonium derivative. Most methylated prod-
ucts tend to be pharmacologically inactive, although there
are a few exceptions.

HO
Norepinephrine, R = OH
Dopamine, R =H

o H N H

CH,O .
NH
HO 2

Normetanephrine, R = OH
3-Methoxytyramine, R = H

O==D
O==D
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NH, >

The coenzyme involved in methylation reactions is
S-adenosylmethionine (SAM). The transfer of the activated

methyl group from this coenzyme to the acceptor substrate
is catalyzed by various cytoplasmic and microsomal
methyltransferases (Fig. 3.17).4%%4% Methyltransferases of
particular importance in the metabolism of foreign com-
pounds include catechol-O-methyltransferase (COMT),
phenol-O-methyltransferase, and nonspecific N-methyl-
transferases and S-methyltransferases.”® One of these
enzymes, COMT, should be familiar because it carries out
O-methylation of such important neurotransmitters as nor-
epinephrine and dopamine and thus terminates their activ-
ity. Besides being present in the central and peripheral
nerves, COMT is distributed widely in other mammalian
tissues, particularly the liver and kidney. The other methyl-
transferases mentioned are located primarily in the liver,
kidney, or lungs. Transferases that specifically methylate
histamine, serotonin, and epinephrine are not usually in-
volved in the metabolism of xenobiotics.*®®

Foreign compounds that undergo methylation include
catechols, phenols, amines, and N-heterocyclic and thiol
compounds. Catechol and catecholamine-like drugs are
metabolized by COMT to inactive monomethylated cate-
chol products. Examples of drugs that undergo significant
O-methylation by COMT in humans include the anti-
hypertensive (S)(—)a-methyldopa (Aldomet),*’**7! the
antiparkinsonism agent (S)(—)-dopa (Levodopa),*’? isopro-
terenol (Isuprel),*’® and dobutamine (Dobutrex).*’* The
student should note the marked structural similarities be-
tween these drugs and the endogenous catecholamines such
as norepinephrine and dopamine. In the foregoing four
drugs, COMT selectively O-methylates only the phenolic
OH at C-3. Bismethylation does not occur. Catechol
metabolites arising from aromatic hydroxylation of phenols
(e.g., 2-hydroxylation of 17a-ethinylestradiol)**>> and from
the arene oxide dihydrodiol-catechol pathway (see section
on oxidation of aromatic moieties, e.g., the catechol metab-
olite of phenytoin)*’® also undergo O-methylation.
Substrates undergoing O-methylation by COMT must con-
tain an aromatic 1,2-dihydroxy group (i.e., catechol group).
Resorcinol (1,3-dihydroxybenzene) or p-hydroquinone (1,4-
dihydroxybenzene) derivatives are not substrates for
COMT. This explains why isoproterenol undergoes exten-
sive O-methylation*’? but terbutaline (which contains a re-
sorcinol moiety) does not.>*®

Occasionally, phenols have been reported to undergo
O-methylation but only to a minor extent.**® One interesting
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Figure 3.17 ® Conjugation of exogenous and endogenous substrates (RXH) by methylation.
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example involves the conversion of morphine to its
O-methylated derivative, codeine, in humans. This metabo-
lite is formed in significant amounts in tolerant subjects and
may account for up to 10% of the morphine dose.*’®
Although N-methylation of endogenous amines (e.g., his-
tamine, norepinephrine) occurs commonly, biotransforma-
tion of nitrogen-containing xenobiotics to N-methylated
metabolites occurs to only a limited extent. Some examples
reported include the N-methylation of the antiviral and an-
tiparkinsonism agent amantadine (Symmetrel) in dogs*”’
and the in vitro N-methylation of norephedrine in rabbit
lung preparations.**® N-methylation of nitrogen atoms pres-
ent in heterocyclic compounds (e.g., pyridine derivatives)
also takes place. For example, the pyridinyl nitrogens of
nicotine'®”1® and nicotinic acid*’® are N-methylated to
yield quaternary ammonium products.
Thiol-containing drugs, such as propylthiouraci
2,3-dimercapto-1-propanol (BAL),**® and 6-mercaptopu-
ine,*81482 also have been reported to undergo S-methylation.

1’479

rine

© FACTORS AFFECTING DRUG
METABOLISM

Drugs and xenobiotics often are metabolized by several
different phase I and phase II pathways to give several
metabolites. The relative amount of any particular metabo-
lite is determined by the concentration and activity of the
enzyme(s) responsible for the biotransformation. The rate
of metabolism of a drug is particularly important for its
pharmacological action as well as its toxicity. For exam-
ple, if the rate of metabolism of a drug is decreased, this
generally increases the intensity and duration of the drug
action. In addition, decreased metabolic elimination may
lead to accumulation of toxic levels of the drug.
Conversely, an increased rate of metabolism decreases the
intensity and duration of action as well as the drug’s effi-
cacy. Many factors may affect drug metabolism, and they
are discussed in the following sections. These include age,
species and strain, genetic or hereditary factors, sex, en-
zyme induction, and enzyme inhibition,?>483-486

Age Differences

Age-related differences in drug metabolism are generally
quite apparent in the newborn.**”*%® In most fetal and
newborn animals, undeveloped or deficient oxidative and
conjugative enzymes are chiefly responsible for the reduced
metabolic capability seen. In general, the ability to carry out
metabolic reactions increases rapidly after birth and ap-
proaches adult levels in about 1 to 2 months. An illustration
of the influence of age on drug metabolism is seen in the du-
ration of action (sleep time) of hexobarbital in newborn and
adult mice.**® When given a dose of 10 mg/kg of body
weight, the newborn mouse sleeps more than 6 hours. In con-
trast, the adult mouse sleeps for fewer than 5 minutes when
given the same dose.

In humans, oxidative and conjugative (e.g., glucuronida-
tion) capabilities of newborns are also low compared with
those of adults. For example, the oxidative (CYP) metabolism
of tolbutamide appears to be markedly lower in newborns.**°
Compared with the half-life of 8 hours in adults, the plasma
half-life of tolbutamide in infants is more than 40 hours. As

discussed previously, infants possess poor glucuronidating
ability because of a deficiency in glucuronyltransferase activ-
ity. The inability of infants to conjugate chloramphenicol with
glucuronic acid appears to be responsible for the accumula-
tion of toxic levels of this antibiotic, resulting in the so-called
gray baby syndrome.*®® Similarly, neonatal hyperbilirubin-
emia (or kernicterus) results from the inability of newborn ba-
bies to glucuronidate bilirubin.>%’

The effect of old age on drug metabolism has not been as
well studied. There is some evidence in animals and humans
that drug metabolism diminishes with old age.**'**> Much
of the evidence, however, is based on prolonged plasma
half-lives of drugs that are metabolized totally or mainly by
hepatic microsomal enzymes (e.g., antipyrine, phenobarbi-
tal, acetaminophen). In evaluating the effect of age on drug
metabolism, one must differentiate between “normal” loss
of enzymatic activity with aging and the effect of a diseased
liver from hepatitis, cirrhosis, etc., plus decreased renal
function, because much of the water-soluble conjugation
products are excreted in the liver.

Species and Strain Differences

The metabolism of many drugs and foreign compounds is
often species dependent. Different animal species may
biotransform a particular xenobiotic by similar or markedly
different metabolic pathways. Even within the same species,
individual variations (strain differences) may result in sig-
nificant differences in a specific metabolic pathway.***4*
This is a problem when a new drug is under development. A
new drug application requires the developer to account for
the product as it moves from the site of administration to
final elimination from the body. It is difficult enough to find
appropriate animal models for a disease. It is even harder to
find animal models that mimic human drug metabolism.
Species variation has been observed in many oxidative
biotransformation reactions. For example, metabolism of am-
phetamine occurs by two main pathways: oxidative deamina-
tion or aromatic hydroxylation. In human, rabbit, and guinea
pig, oxidative deamination appears to be the predominant
pathway; in the rat, aromatic hydroxylation appears to be the
more important route.**> Phenytoin is another drug that shows
marked species differences in metabolism. In the human,
phenytoin undergoes aromatic oxidation to yield primarily
(8)(—)-p-hydroxyphenytoin; in the dog, oxidation occurs to
give mainly (R)(+)-m-hydroxyphenytoin.**® There is a dra-
matic difference not only in the position (i.e., meta or para)
of aromatic hydroxylation but also in which of the two phenyl
rings (at C-5 of phenytoin) undergoes aromatic oxidation.
Species differences in many conjugation reactions
also have been observed. Often, these differences are caused
by the presence or absence of transferase enzymes involved
in the conjugative process. For example, cats lack glu-
curonyltransferase enzymes and, therefore, tend to conjugate
phenolic xenobiotics by sulfation instead.*”’ In pigs, the sit-
uation is reversed: pigs are not able to conjugate phenols
with sulfate (because of lack of sulfotransferase enzymes)
but appear to have good glucuronidation capability.**’ The
conjugation of aromatic acids with amino acids (e.g.,
glycine, glutamine) depends on the animal species as well as
on the substrate. For example, glycine conjugation is a com-
mon conjugation pathway for benzoic acid in many animals.
In certain birds (e.g., duck, goose, turkey), however, glycine
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is replaced by the amino acid ornithine.*”® Phenylacetic acid
is a substrate for both glycine and glutamine conjugation in
humans and other primates. However, nonprimates, such as
rabbit and rat, excrete phenylacetic acid only as the glycine
conjugate.*” The metabolism of the urinary antiseptic,
phenazopyridine (Pyridium) depends strongly on the animal.
The diazo linkage remains intact in over half of the metabo-
lites in humans, whereas 40% of the metabolites in the
guinea pig result from its cleavage. The metabolic product
pattern in human or guinea pig does not correlate with that of
either rat or mouse (Fig. 3.18).5%

Strain differences in drug metabolism exist, particularly
in inbred mice and rabbits. These differences apparently are
caused by genetic variations in the amount of metabolizing
enzyme present among the different strains. For example, in
vitro studies indicate that cottontail rabbit liver microsomes
metabolize hexobarbital about 10 times faster than New
Zealand rabbit liver microsomes.*°! Interindividual differ-
ences in drug metabolism in humans are considered in the
section that follows.

Hereditary or Genetic Factors

Marked individual differences in the metabolism of several
drugs exist in humans.**> Many of these genetic or heredi-

tary factors are responsible for the large differences seen in
the rate of metabolism of these drugs. The frequently cited
example of the biotransformation of the antituberculosis
agent isoniazid is discussed previously under acylation.
Genetic factors also appear to influence the rate of oxidation
of drugs such as phenytoin, phenylbutazone, dicumarol, and
nortriptyline.’°>°%> The rate of oxidation of these drugs
varies widely among different individuals; however, these
differences do not appear to be distributed bimodally, as in
acetylation. In general, individuals who tend to oxidize one
drug rapidly are also likely to oxidize other drugs rapidly.
Numerous studies in twins (identical and fraternal) and in
families indicate that oxidation of these drugs is under ge-
netic control.>*?

Many patients state that they do not respond to codeine
and codeine analogs. It now is realized that their
CYP2D6 isozyme does not readily O-demethylate codeine
to form morphine. This genetic polymorphism is seen in
about 8% of Caucasians, 4% of African Americans, and
less than 1% of Asians.’®* Genetic polymorphism with
CYP isozymes is well documented as evidenced by the
many examples in this chapter. There is limited evidence
of polymorphism involving MAO-A and MAO-B. The
chemical imbalances seen with some mental diseases may
be the cause.?’¢
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Sex Differences

The rate of metabolism of xenobiotics also varies according
to gender in some animal species. A marked difference is
observed between female and male rats. Adult male rats me-
tabolize several foreign compounds at a much faster rate
than female rats (e.g., N-demethylation of aminopyrine,
hexobarbital oxidation, glucuronidation of o-aminophenol).
Apparently, this sex difference also depends on the sub-
strate, because some xenobiotics are metabolized at the
same rate in both female and male rats. Differences in mi-
crosomal oxidation are under the control of sex hormones,
particularly androgens; the anabolic action of androgens
seems to increase metabolism.3%>

Sex differences in drug metabolism appear to be species
dependent. Rabbits and mice, for example, do not show a
significant sex difference in drug metabolism.>* In humans,
there have been a few reports of sex differences in metabo-
lism. For instance, nicotine and aspirin seem to be metabo-
lized differently in women and men.’*®>°” On the other
hand, gender differences can become significant in terms of
drug—drug interactions based on the drug’s metabolism. For
women, the focus is on drugs used for contraception. Note
in Table 3.4 that the antibiotic rifampin, a CYP3A4 inducer,
can shorten the half-life of oral contraceptives.

Enzyme Induction

The activity of hepatic microsomal enzymes, such as the
CYP mixed-function oxidase system, can be increased

NH,
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Figure 3.18 ® Phenazopyridine metabolism in humans, guinea pigs, rats, and mice.
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markedly by exposure to diverse drugs, pesticides,
polycyclic aromatic hydrocarbons, and environmental
xenobiotics. The process by which the activity of these
drug-metabolizing enzymes is increased is termed enzyme
induction.’*®>'" The increased activity is apparently
caused by an increased amount of newly synthesized en-
zyme. Enzyme induction often increases the rate of drug
metabolism and decreases the duration of drug action. (See
Table 3.4 for a list of clinically significant drug—drug
interactions based on one drug inducing the metabolism of
a second drug.)

Inducing agents may increase the rate of their own metab-
olism as well as those of other unrelated drugs or foreign
compounds (Table 3.4).3> Concomitant administration of two
or more drugs often may lead to serious drug interactions as a
result of enzyme induction. For instance, a clinically critical
drug interaction occurs with phenobarbital and warfarin.>'?
Induction of microsomal enzymes by phenobarbital increases
the metabolism of warfarin and, consequently, markedly de-
creases the anticoagulant effect. Therefore, if a patient is re-
ceiving warfarin anticoagulant therapy and begins taking phe-
nobarbital, careful attention must be paid to readjustment of
the warfarin dose. Dosage readjustment is also needed if a pa-
tient receiving both warfarin and phenobarbital therapy sud-
denly stops taking the barbiturate. The ineffectiveness of oral
contraceptives in women on concurrent phenobarbital or ri-
fampin therapy has been attributed to the enhanced metabo-
lism of estrogens (e.g., 17a-ethinylestradiol) caused by phe-
nobarbital®'* and rifampin’'* induction.
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TABLE 3.4 Clinically Significant Cytochrome P450-Based Drug-Drug Interactions

Agent Substrates Inhibitors Inducers Agent  Substrates Inhibitors Inducers
CYP 1A2  Amitriptyline Cimetidine Carbamazepine Imipramine
Clomipramine Ciprofloxacin Phenobarbital Meperidine
Clozapine Clarithromycin ~ Phenytoin Methadone
Desipramine Enoxacin Primidone Mexiletine
Fluvoxamine Erythromycin Rifampin Nortriptyline
Haloperidol Fluvoxamine Ritonavir Oxycodone
Imipramine Isoniazid Smoking Propafenone
Ropinirole Nalidixic acid St. John's wort Propoxyphene
Tacrine Norfloxacin Thioridazine
Theophylline Troleandomycin Tramadol
(R)-Warfarin Zileuton Trazodone
CYP 2C9 Diazepam Amiodarone Carbamazepine Alfentanil Amiodarone  Carbamazepine
Phenytoin Chloramphenicol Phenobarbital CYP 3A4 Alprazolam Cimetidine Efavirenz
(S)-Warfarin Cimetidine Phenytoin Amlodipine Ciprofloxacin  Ethosuximide
Fluconazole Primidone Atorvastatin Clarithromycin Garlic
Fluoxetine Rifampin supplements
Huveremiing Rifapentine Busulfan Cyclosporine  Modafinil
Isoniazid Carbamazepine Delavirdine Nevirapine
Metronidazole Cisapride Diltiazem Oxcarbazepine
Voriconazole Clarithromycin Efavirenz Phenobarbital
Zafirlukast Cyclosporine Erythromycin ~ Phenytoin
CYP 2C19 Phenytoin Fluoxetine Carbamazepine Dihydroergotamine Fluconazole  Primidone
Thioridazine Fluvoxamine Phenobarbital Disopyramide Fluoxetine Rifabutin
Modafinil Phenytoin Doxorubicin Fluvoxamine  Rifampin
Omeprazole Dronabinol Grapefruit Rifapentine
Topiramate Ergotamine Indinavir St. John's wort
CYP 2D6 Amitriptyline Amiodarone St. John's wort Erythromycin Isoniazid
Atomoxetine Cimetidine Estrogens, oral Itraconazole
Codeine Fluoxetine contraceptives Ketoconazole
Desipramine Paroxetine Ethinyl estradiol Metronidazole
Dextromethorphan Quinidine Ethosuximide Miconazole
Donepezil Ritonavir Etoposide Nefazodone
Doxepin Sertraline Felodipine Nelfinavir
Fentanyl Fentanyl Nifedipine
Flecainide Indinavir Norfloxacin
Haloperidol Isradipine Quinine
Hydrocodone Itraconazole Ritonavir

Abstracted from Levien, T. L., and Baker, D. E.: Pharmacist’s Letter, December 2002, Detail-Document #150400. (Pharmacist’s
Letter used as sources: Hansten, P. D., and Horn, J. R.: Drug Interactions Analysis and Management. Vancouver, WA, Applied
Therapeutics, 2002; and Tatro, D. S. [ed.]: Drug Interaction Facts. St. Louis, Facts & Comparisons, 2002.)

Inducers of microsomal enzymes also may enhance the
metabolism of endogenous compounds, such as steroidal
hormones and bilirubin. For instance, phenobarbital can
increase the metabolism of cortisol, testosterone, vitamin D,
and bilirubin in humans.**®5% The enhanced metabolism of
vitamin D3 induced by phenobarbital and phenytoin appears
to be responsible for the osteomalacia seen in patients on
long-term therapy with these two anticonvulsant drugs.’'’
Interestingly, phenobarbital induces glucuronyltransferase
enzymes, thereby enhancing the conjugation of bilirubin
with glucuronic acid. Phenobarbital has been used occasion-
ally to treat hyperbilirubinemia in neonates.>'®

In addition to drugs, other chemicals, such as polycyclic
aromatic hydrocarbons (e.g., benzo[a]pyrene, 3-methyl-
cholanthrene) and environmental pollutants (e.g., pesticides,
PCBs, TCDD), may induce certain oxidative pathways and,
thereby, alter drug response.>*®>%>!1 Cigarette smoke con-
tains minute amounts of polycyclic aromatic hydrocarbons,
such as benzo[a]pyrene, which are potent inducers of micro-
somal CYP enzymes. This induction increases the oxidation
of some drugs in smokers. For example, theophylline is me-
tabolized more rapidly in smokers than in nonsmokers. This
difference is reflected in the marked difference in the plasma
half-life of theophylline between smokers (¢, 4.1 hours) and
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nonsmokers (t;,, 7.2 hours).’!” Other drugs, such as
phenacetin, pentazocine, and propoxyphene, also reportedly
undergo more rapid metabolism in smokers than in non-
smokers.>'820

Occupational and accidental exposure to chlorinated
pesticides and insecticides can also stimulate drug metabo-
lism. For instance, the half-life of antipyrine in workers
occupationally exposed to the insecticides lindane and
dichlorodiphenyltrichloroethane (DDT) is reportedly signif-
icantly shorter (7.7 vs. 11.7 hours) than in control sub-
jects.>?! A case was reported in which a worker exposed to
chlorinated insecticides failed to respond (i.e., decreased
anticoagulant effect) to a therapeutic dose of warfarin.>*?

As discussed previously in this chapter, multiple forms
(isozymes) of CYP have been demonstrated.’!**** Many
chemicals selectively induce one or more distinct forms of
CYP?! (see Table 3.4.) Enzyme induction also may affect
toxicity of some drugs by enhancing the metabolic forma-
tion of chemically reactive metabolites. Particularly impor-
tant is the induction of CYP enzymes involved in the oxida-
tion of drugs to reactive intermediates. For example, the
oxidation of acetaminophen to a reactive imidoquinone
metabolite appears to be carried out by a phenobarbital-
inducible form of CYP in rats and mice. Numerous studies
in these two animals indicate that phenobarbital pretreat-
ment increases in vivo hepatotoxicity and covalent binding
as well as increases formation of reactive metabolite in
microsomal incubation mixtures.?**-24>2%% Induction of cy-
tochrome P448 is of toxicological concern because this par-
ticular enzyme is involved in the metabolism of polycyclic
aromatic hydrocarbons to reactive and carcinogenic inter-
mediates.?*** Consequently, the metabolic bioactivation of
benzo[a]pyrene to its ultimate carcinogenic diol epoxide in-
termediate is carried out by cytochrome P448 (see section
on aromatic oxidation for the bioactivation pathway of
benzo[a]pyrene to its diol epoxide).>** Thus, it is becoming
increasingly apparent that enzyme induction may enhance
the toxicity of some xenobiotics by increasing the rate of
formation of reactive metabolites.

Enzyme Inhibition

Several drugs, other xenobiotics including grapefruit,
and possibly other foods can inhibit drug metabolism
(Table 3.5).32483486 With decreased metabolism, a drug
often accumulates, leading to prolonged drug action and
serious adverse effects. Enzyme inhibition can occur by
diverse mechanisms, including substrate competition, inter-
ference with protein synthesis, inactivation of drug-
metabolizing enzymes, and hepatotoxicity leading to im-
pairment of enzyme activity. Some drug interactions
resulting from enzyme inhibition have been reported in hu-
mans.”?*32% For example, phenylbutazone (limited to veteri-
nary use) stereoselectively inhibits the metabolism of the
more potent (S)(—) enantiomer of warfarin. This inhibition
may explain the excessive hypoprothrombinemia (increased
anticoagulant effect) and many instances of hemorrhaging
seen in patients on both warfarin and phenylbutazone ther-
apy.”® The metabolism of phenytoin is inhibited by drugs
such as chloramphenicol, disulfiram, and isoniazid.>!?
Interestingly, phenytoin toxicity as a result of enzyme inhi-
bition by isoniazid appears to occur primarily in slow acety-
lators.*®* Several drugs, such as dicumarol, chlorampheni-

TABLE 3.5 Potential Drug—Grapefruit Interactions Based
on Grapefruit Inhibition of CYP 3A4

Drug Result

Amiodarone Increased bioavailability
Increased AUC

Increased AUC, peak and trough
plasma concentrations

Diazepam
Carbamazepine

Cisapride Increased AUC
Cyclosporine, Increased AUC and serum
tacrolimus concentrations

Increased absorption and plasma
concentrations

Increased absorption and plasma
concentrations

Atorvastatin,
simvastatin

Saquinavir

Abstracted from Kehoe, W. A.: Pharmacist’s Letter, 18, September 2002,
Detail Document #180905.
AUC, area under the curve.

col, and phenylbutazone,>'? inhibit the biotransformation of
tolbutamide, which may lead to a hypoglycemic response.

The grapefruit—drug interaction is complex. It may be
caused by the bioflavonoids or the furanocoumarins.
Grapefruit’s main bioflavonoid, naringin, is a weak CYP
inhibitor, but the product of the intestinal flora, naringenin,
does inhibit CYP3A4. The literature is very confusing be-
cause many of the studies were done in vitro, and they
cannot always be substantiated under in vivo conditions. In
addition, components in grapefruit also activate P-glyco-
protein, which would activate the efflux pump in the gas-
tric mucosa and thus interfere with oral absorption of the
certain drugs. The combination of CYP enzyme inhibition
and P-glycoprotein activation can lead to inconclusive re-
sults.>?® The general recommendation when a drug interac-
tion is suspected is that the patient avoid grapefruit and its
juice.

Miscellaneous Factors Affecting Drug
Metabolism32-483-486

Other factors also may influence drug metabolism. Dietary
factors, such as the protein-to-carbohydrate ratio, affect the
metabolism of a few drugs. Indoles present in vegetables
such as Brussels sprouts, cabbage, and cauliflower, and
polycyclic aromatic hydrocarbons present in charcoal-
broiled beef induce enzymes and stimulate the metabolism
of some drugs. Vitamins, minerals, starvation, and malnutri-
tion also apparently influence drug metabolism. Finally,
physiological factors, such as the pathological state of the
liver (e.g., hepatic cancer, cirrhosis, hepatitis), pregnancy,
hormonal disturbances (e.g., thyroxine, steroids), and circa-
dian rhythm, may markedly affect drug metabolism.

Stereochemical Aspects of
Drug NMetabolism

Many drugs (e.g., warfarin, propranolol, hexobarbital,
glutethimide, cyclophosphamide, ketamine, and ibuprofen)
often are administered as racemic mixtures in humans. The
two enantiomers present in a racemic mixture may differ in
pharmacological activity. Usually, one enantiomer tends to
be much more active than the other. For example, the (S)(—)
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enantiomer of warfarin is 5 times more potent as an oral
anticoagulant than the (R)(+) enantiomer.’?’ In some in-
stances, the two enantiomers may have totally different phar-
macological activities. For example, (+)-a-propoxyphene
(Darvon) is an analgesic, whereas (—)-a-propoxyphene
(Novrad) is an antitussive.’*® Such differences in activity be-
tween stereoisomers should not be surprising, because
Chapter 2 explains that stereochemical factors generally
have a dramatic influence on how the drug molecule inter-
acts with the target receptors to elicit its pharmacological re-
sponse. By the same token, the preferential interaction of
one stereoisomer with drug-metabolizing enzymes may lead
one to anticipate differences in metabolism for the two enan-
tiomers of a racemic mixture. Indeed, individual enan-
tiomers of a racemic drug often are metabolized at different
rates. For instance, studies in humans indicate that the
less active (+) enantiomer of propranolol undergoes more
rapid metabolism than the corresponding (—) enantiomer.’
Allylic hydroxylation of hexobarbital occurs more rapidly
with the R(—) enantiomer in humans.”*® The term substrate
stereoselectivity is used frequently to denote a preference for
one stereoisomer as a substrate for a metabolizing enzyme or
metabolic process.?!

Individual enantiomers of a racemic mixture also may be
metabolized by different pathways. For instance, in dogs,
the (+) enantiomer of the sedative—hypnotic glutethimide
(Doriden) is hydroxylated primarily « to the carbonyl to
yield 4-hydroxyglutethimide, whereas the (—) enantiomer
undergoes aliphatic w—1 hydroxylation of its C-2 ethyl
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group.'**!*! Dramatic differences in the metabolic profile
of two enantiomers of warfarin also have been noted. In hu-
mans, the more active (S)(—)-isomer is 7-hydroxylated (aro-
matic hydroxylation), whereas the (R)(+)-isomer undergoes
keto reduction to yield primarily the (R,S) warfarin alcohol
as the major plasma metabolite.’*?°® Although numerous
other examples of substrate stereoselectivity or enantiose-
lectivity in drug metabolism exist, the examples presented
should suffice to emphasize the point.>?!-331
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Drug biotransformation processes often lead to the cre-
ation of a new asymmetric center in the metabolite (i.e.,
stereoisomeric or enantiomeric products). The preferential
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metabolic formation of a stereoisomeric product is called CH.O_5s
. .. 20] . . 3 A
product stereoselectivity.””" Thus, bioreduction of ketone
xenobiotics, as a general rule, produces predominantly N
one stereoisomeric alcohol (see “Reduction of Ketone CH,O" 7 7~
Carbonyls”).!'®*! The preferential formation of (S)(—)- CH
. . 23 0OCHj,4
hydroxyhexamide from the hypoglycemic agent acetohex-
amide®***** and the exclusive generation of 6B-naltrexol
from naltrexone®”**® (see “Reduction of Ketone Carbonyls” 4> OCH,
for structure) are two examples of highly stereoselective
bioreduction processes in humans.
Oxidative biotransformations display product stereose-
lectivity, too. For example, phenytoin contains two phenyl
rings in its structure, both of which a priori should be
susceptible to aromatic hydroxylation. In humans, how- OCH,4

ever, p-hydroxylation occurs preferentially (~90%) at =N
the pro-(S)-phenyl ring to give primarily (S)(—)-5-(4- CH;0 CH, \ / NH,
hydroxyphenyl)-5-phenylhydantoin. Although the other N3

phenyl ring also is p-hydroxylated, it occurs only to a minor OCHj, H.N
extent (10%).*°® Microsomal hydroxylation of the C-3 car- 2 \

bon of diazepam and desmethyldiazepam (using mouse N-Oxide Formation
liver preparations) has been reported to proceed with re- Trimethoprim

markable stereoselectivity to yield optically active metabo-

lites with the 3(S) absolute configuration.'*” Interestingly,

these two metabolites are pharmacologically active and one Nitro reduction

of them, oxazepam, is marketed as a drug (Serax). The al- l

lylic hydroxylation of the N-butenyl side group of the anal-

gesic pentazocine (Talwin) leads to two possible alcohols 0N s A

(cis and trans alcohols). In human, mouse, and monkey, N
pentazocine is metabolized predominantly to the trans N
alcohol metabolite, whereas the rat primarily tends to form 7 H
the cis alcohol.'?*!3% The product stereoselectivity ob- NO,
served in this biotransformation involves cis and trans geo- 5,7-Dinitroindazole
metric stereoisomers.

O-demethylation
Papaverine
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Diazepam, R = CHj (3S) N-Methyloxazepam, R = CHj HN__H /C@
Desmethyldiazepam, R = H S(+ )-Oxazepam, R =H Cf CH2
CH,
The term regioselectivity’* has been introduced in Dobutamine

drug metabolism to denote the selective metabolism of
two or more similar functional groups (e.g., OCH;, OH,
NO,) or two or more similar atoms that are positioned in
different regions of a molecule. For example, of the four
methoxy groups present in papaverine, the 4-OCHj3 group
is regioselectively O-demethylated in several species

CH,OH

Pentazocine trans-Alcohol cis-Alcohol
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(e.g., rat, guinea pig, rabbit, and dog).>** Trimethoprim
(Trimpex, Proloprim) has two heterocyclic sp® nitrogen
atoms (N' and N°) in its structure. In dogs, it appears that
oxidation occurs regioselectively at N° to give the corre-
sponding 3-N-oxide.?*? Nitroreduction of the 7-nitro
group in 5,7-dinitroindazole to yield the 7-amino
derivative in the mouse and rat occurs with high regiose-
lectivity.’** Substrates amenable to O-methylation by
COMT appear to proceed with remarkable regioselectiv-
ity, as typified by the cardiotonic agent dobutamine
(Dobutrex). O-methylation occurs exclusively with the
phenolic hydroxy group at C-3.47*

Pharmacologically Active Metabolites

The traditional notion that drug metabolites are inactive and
insignificant in drug therapy has changed dramatically in
recent years. Increasing evidence indicates that many drugs
are biotransformed to pharmacologically active metabolites
that contribute to the therapeutic as well as toxic effects of
the parent compound. Metabolites shown to have significant
therapeutic activity in humans are listed in Table 3.4.%5
The parent drug from which the metabolite is derived and
the biotransformation process involved also are given.

How significantly an active metabolite contributes to the
therapeutic or toxic effects ascribed to the parent drug de-
pend on its relative activity and quantitative importance
(e.g., plasma concentration). In addition, whether the
metabolite accumulates after repeated administration (e.g.,
desmethyldiazepam in geriatric patients) or in patients with
renal failure is determinant.

From a clinical standpoint, active metabolites are espe-
cially important in patients with decreased renal function.
If renal excretion is the major pathway for elimination
of the active metabolite, then accumulation is likely to occur
in patients with renal failure. Especially with drugs such
as procainamide, clofibrate, and digitoxin, caution should
be exercised in treating patients with renal failure.>*'3

Many of the toxic effects seen for these drugs have been at-
tributed to high-plasma levels of their active metabolites.
For example, the combination of severe muscle weakness
and tenderness (myopathy) seen with clofibrate in renal fail-
ure patients is believed to be caused by high levels of the
active metabolite chlorophenoxyisobutyric acid.’*¢37
Cardiovascular toxicity owing to digitoxin and pro-
cainamide in anephric subjects has been attributed to high
plasma levels of digoxin and N-acetylprocainamide, respec-
tively. In such situations, appropriate reduction in dosage
and careful monitoring of plasma levels of the parent drug
and its active metabolite often are recommended.

The pharmacological activity of some metabolites has led
many manufacturers to synthesize these metabolites and to
market them as separate drug entities (Table 3.6). For exam-
ple, oxyphenbutazone (Tandearil, Oxalid) is the p-hydroxyl-
ated metabolite of the anti-inflammatory agent phenylbuta-
zone (Butazolidin, Azolid), nortriptyline (Aventyl) is the
N-demethylated metabolite of the tricyclic antidepressant
amitriptyline (Elavil), oxazepam (Serax) is the N-demethyl-
ated and 3-hydroxylated metabolite of diazepam (Valium),
and mesoridazine (Serentil) is the sulfoxide metabolite of the
antipsychotic agent thioridazine (Mellaril).

Antivirals that are used in treating herpes simplex virus,
varicella-zoster virus, and/or human cytomegalovirus must
be bioactivated.>*® These include acyclovir, valacyclovir,
penciclovir, famciclovir, and ganciclovir, which must be
phosphorylated on the pentoselike side chain to the triphos-
phate derivative to be effective in inhibiting the enzyme
DNA polymerase. The antiviral cidovir is dispensed as a
monophosphate and only needs to be diphosphylated for con-
version to the active triphosphate metabolite. The nucleoside
antivirals that are used in treating acquired immuno-
deficiency syndrome/human immunodeficiency virus (AIDS/
HIV) must also undergo a similar metabolic conversion to the
triphosphate metabolite.* The triphosphate derivative acts
as a competitive inhibitor of the enzyme, reverse transcrip-
tase, which normally uses the triphosphorylated form of

TABLE 3.6 Pharmacologically Active Metabolites in Humans

Parent Drug

Metabolite

Biotransformation Process

Acetohexamide
Acetylmethadol
Amitriptyline
Azathioprine
Carbamazepine
Chloral hydrate
Chlorpromazine
Clofibrate
Cortisone
Diazepam
Digitoxin
Diphenoxylate
Imipramine
Mephobarbital
Metoprolol
Phenacetin
Phenylbutazone
Prednisone
Primidone
Procainamide
Propranolol
Quinidine
Sulindac
Thioridazine
Warfarin

Hydroxyhexamide
Noracetylmethadol
Nortriptyline
6-Mercaptopurine
Carbamazepine-9,10-epoxide
Trichloroethanol
7-Hydroxychlorpromazine
Chlorophenoxyisobutyric acid
Hydrocortisone
Desmethyldiazepam and oxazepam
Digoxin

Diphenoxylic acid
Desipramine

Phenobarbital
a-Hydroxymethylmetoprolol
Acetaminophen
Oxybutazone

Prednisolone

Phenobarbital
N-Acetylprocainamide
4-Hydroxypropranolol
3-Hydroxyquinidine

Sulfide metabolite of sulindac
Mesoridazine

Warfarin alcohols

Ketone reduction
N-Demethylation
N-Demethylation
Glutathione conjugation
Epoxidation

Aldehyde reduction
Aromatic hydroxylation
Ester hydrolysis

Ketone reduction
N-Demethylation and 3-hydroxylation
Alicyclic hydroxylation
Ester hydrolysis
N-Demethylation
N-Demethylation
Benzylic hydroxylation
O-Deethylation
Aromatic hydroxylation
Ketone reduction
Hydroxylation and oxidation to ketone
N-Acetylation

Aromatic hydroxylation
Allylic hydroxylation
Sulfoxide reduction
S-oxidation

Ketone reduction
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nucleic acids. Examples include zidovudine, stavudine, zal-
citabine, lamivudine, and didanosine.

One of the more recent uses of drug metabolism in the de-
velopment of a novel agent includes the example of
oseltamivir, a neuraminidase inhibitor used in treating in-
fluenza. Ro-64-0802, the lead drug, showed promise against
both influenza A and B viruses in vitro but was not very ef-

® REV I E W

1. What would be the logical primary metabolite of a phase I
reaction for the following drug molecule?
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fective when used in vivo. To improve the oral bioavailabil-
ity, the ethyl ester, oseltamivir, was developed as a prodrug.
Administration of the more lipophilic oseltamivir allowed
good penetration of the active metabolite in various tissues,
especially in the lower respiratory tract. The metabolism pro-
ceeds via a simple ester hydrolysis to yield the active free car-
boxylic acid.>*

|l O NS @&

2. Using the agent represented, identify which of the follow-
ing metabolic pathways might occur.

O—CHa—CH—CH2—NH—CH(CHg)2

OH

CHo—C—NH2

0]

Atenolol (Tenormin)

a. hydrolysis by amidase enzymes
b. oxidative N-dealkylation

. oxidative O-dealkylation

d. All of the above are possible.
e. Only a and b are correct.

o

3. Using the structure for Esmolol (Brevibloc), an antiar-
rhythmic beta-blocking agent, identify which of the fol-
lowing is/are true:

CH3

H
O_CHZ_CH_CHZ_N_C
RN
CH3
OH

HQC_CHZ_C_OCHs

0]

a. The agent has a very short #,,, because of its suscepti-
bility of hydrolysis by esterases.

b. The agent is compatible with sodium bicarbonate.

c. The agent should not be “pushed” in an iv line that is
supplying a drug to a patient that is buffered with bi-
carbonate.

d. All of the above are true.

e. Only a and c are true.
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4. Explain your answer(s) for question number 3.

5. A patient you are monitoring has been on Telmisartan
(Cozaar), an angiotensin receptor blocker for the man-
agement of their hypertension. The drug must be metab-
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olized by CYP2C9 or CYP3A4 from a 5-methanol to a
5-carboxylic acid to exhibit its effects. After 2 years of
successful therapy, their blood pressure suddenly in-
creases. Why might this occur and what would you sug-
gest as a substitute?
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CHAPTER A4

Biotechnology and Drug Discovery

JOHN M. BEALE, JR.

CHAPTER OVERVIEW
Developments in biotechnology in recent times have been
quite dramatic. The years between 1999 and 2001 witnessed
a tremendous increase in the number of biotechnology-
related pharmaceutical products in development, and a
number of important new drugs progressed through trials
and into the clinic. A good reflection of the impact of
biotechnology is the GenBank database. GenBank is an
electronic repository of gene sequence information, specif-
ically the nucleotide sequences of complementary DNA
(cDNA), representing the messenger RNA (mRNA), and
genomic clones that have been isolated and sequenced by
scientists worldwide.!> The growth of the GenBank data-
base has been rapid, and it has been increasing steadily
since about 1992.% Figures 4.1 and 4.2 graphically depict
these growth rates.

In October 2008, the Pharmaceutical Research and
Manufacturers Association (PhRMA) reported that 633
biotechnology-derived medicines were in testing at various
stages and that nearly 100 diseases are being targeted by re-
search conducted by 144 companies and the National Cancer
Institute. Of these—all of which are in human trials or
awaiting Food and Drug Administration (FDA) approval—
244 are new drugs for cancer, 162 are new drugs for infec-
tious diseases, 59 are new drugs for autoimmune diseases,
18 are new drugs for neurological disorders, and 34 are new
drugs for human immunodeficiency virus (HIV) and ac-
quired immunodeficiency syndrome (AIDS) and related
conditions.* PhARMA also reported nearly 200 new medi-
cines targeted for pediatric use.’> Approved drugs derived
from biotechnology also treat or help prevent myocardial
infarction, stroke, multiple sclerosis (MS), leukemia, hepati-
tis, rheumatoid arthritis, breast cancer, diabetes, congestive
heart failure, lymphoma, renal cancer, cystic fibrosis (CF),
and other diseases. The number of biotechnology products
under development for a wide variety of diseases are illus-
trated in Figure 4.3.

The Human Genome Project, an international effort to
obtain complete genetic maps, including nucleotide se-
quences, of each of the 24 human chromosomes, has
spawned much new knowledge and technology. It is awe-
some to consider that in the mere 30 years since 1972, the
science has reached the stage of attempting genetic cures
for some diseases, such as CF and immune deficiency
disorders.

© BIOTECHNOLOGY AND
PHARMACEUTICAL CARE

As it affects medicine and pharmaceutical care, biotechnol-
ogy has forever altered the drug discovery process and the
thinking about patient care. Extensive screening programs
once drove drug discovery on natural or synthetic com-
pounds. Now, the recombinant DNA (rDNA)-driven drug
discovery process is beginning to yield new avenues for the
preparation of some old drugs. For example, insulin, once
prepared by isolation from pancreatic tissue of bovine or
porcine species, can now be prepared in a pure form identi-
cal with human insulin. Likewise, human growth hormone
(hGH), once isolated from the pituitary glands of the de-
ceased, can now be prepared in pure form. Recombinant
systems, such as these, provide high-yielding, reproducible
batches of the drug and uniform dosing for patients.

© LITERATURE OF BIOTECHNOLOGY

Many good literature sources on biotechnology exist for the
pharmacist and medicinal chemist. These cover topics such
as management issues in biotechnology,®'* implementa-
tion of instruction on biotechnology in education,'>** costs
of biotechnology drugs,>~2° implementation in a practice
setting,”’*? regulatory issues,**™*® product evaluation and
formulation,*”*® patient compliance,*->° and finding infor-
mation.’'~>® Additionally, there are a number of general
texts,>* %0 review articles,®' % and a general resource refer-
ence catalogue.®® Any good biochemistry textbook is also a
useful resource.

© BIOTECHNOLOGY AND NEW DRUG
DEVELOPMENT

The tools of biotechnology are also being brought to bear in
the search for new biological targets for presently available
drugs as well as for the discovery of new biological mole-
cules with therapeutic utility. Molecular cloning of novel
receptors can provide access to tremendous tools for the test-
ing of drugs (e.g., the adrenergic receptors), whereas cloning
of a novel growth factor might potentially provide a new
therapeutic agent. Biotechnology is also being used to screen
compounds for biological activity. By using cloned and
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Biotechnology Drug Development by Disease State (2008-09)
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Figure 4.3 ® Yearly approvals
of biotechnology-derived
drugs and vaccines.

expressed genes, it is possible to generate receptor proteins
to facilitate high-throughput screening of drugs in vitro or in
cell culture systems rather than in animals or tissues.
Biotechnology is being investigated in completely novel ap-
proaches to the battle against human disease, including the
use of antisense oligonucleotides and gene replacement ther-
apies for the treatment of diseases such as CF and the use of
monoclonal antibodies (MAbs) for the treatment of cancer.

Biotechnology encompasses many subdisciplines, in-
cluding genomics, proteomics, gene therapy, made-to-order
molecules, computer-assisted drug design, and pharmacoge-
nomics. A goal of biotechnology in the early 21st century is
to eliminate the “one-drug-fits-all” paradigm for pharma-
ceutical care.”®

The drugs that are elaborated by biotechnological methods
are proteins and, hence, require special handling. There are
some basic requirements of pharmaceutical care for the phar-
macist working with biotechnologically derived products*':

* An understanding of how the handling and stability of bio-
pharmaceuticals differs from other drugs that pharmacists
dispense

* Knowledge of preparation of the product for patient use,
including reconstitution or compounding if required

* Patient education on the disease, benefits of the prescribed
biopharmaceutical, potential side effects or drug interactions
to be aware of, and the techniques of self-administration

* Patient counseling on reimbursement issues involving an
expensive product

* Monitoring of the patient for compliance

The pharmacist must maintain an adequate knowledge of
agents produced through the methods of biotechnology and
remain “in the loop” for new developments. The language of
biotechnology encompasses organic chemistry, biochem-
istry, physiology, pharmacology, medicinal chemistry, im-
munology, molecular biology, and microbiology. A phar-
macist has studied in all of these areas and is uniquely

50
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poised to use these skills to provide pharmaceutical care
with biotechnological agents when needed.

The key techniques that unlocked the door to the biotech-
nology arena are those of tDNA, also known as genetic
engineering. TDNA techniques allow scientists to manipu-
late genetic programming, create new genomes, and extract
genetic material (genes) from one organism and insert it into
another to produce proteins.

© THE BIOTECHNOLOGY OF
RECOMBINANT DNA

Since its inception in the mid-1970s, recombinant DNA
(tDNA)®~"* (genetic engineering) technology has driven
much of the fundamental research and practical develop-
ment of novel drug molecules and proteins. rDNA technol-
ogy provides the ability to isolate genetic material from any
source and insert it into cells (plant, fungal, bacterial, ani-
mal) and even live animals and plants, where it is expressed
as part of the receiving organism’s genome. Before dis-
cussing techniques of genetic engineering, a review of some
of the basics of cellular nucleic acid and protein chemistry
is relevant.”>~"7

Most of the components that contribute to cellular homeo-
stasis are proteins—so much so that more than half of the dry
weight of a cell is protein. Histones, cellular enzymes, mem-
brane transport systems, and immunoglobulins are just a few
examples of the proteins that carry out the biological func-
tions of a living human cell. Proteins are hydrated three-
dimensional structures, but at their most basic level, they are
composed of linear sequences of amino acids that fold to cre-
ate the spatial characteristics of the protein. These linear se-
quences are called the primary structure of the protein, and
they are encoded from DNA through RNA. The information
flow sequence DNA — RNA — protein has, for many years,
been called the biological “Central Dogma.”’’® The
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specific sequence of amino acids is encoded in genes. Genes
are discrete segments of linear DNA that compose the chro-
mosomes in the nucleus of a cell. The Human Genome
Project has revealed that there are between 30,000 and
35,000 functional genes in a human, encompassing about
3,400,000,000 base pairs (bp).5°

As depicted in Figure 4.4, in the nucleus of the cell,
double-stranded DNA undergoes a process of transcription
(catalyzed by RNA polymerase) to yield a single-stranded
molecule of pre-mRNA. Endonucleases then excise non-
functional RNA sequences called introns, from the pre-
mRNA, to yield functional mRNA. In the cytoplasm, mRNA
complexes with the ribosomes and the codons are read
and translated into proteins. The process of protein synthe-
sis in Escherichia coli begins with the activation of amino
acids as aminoacyl-transfer RNA (tRNA) derivatives. All
20 of the amino acids undergo this activation, an adenosine

Transcription

—_—

Pre-mRNA

Replication

triphosphate (ATP)-dependent step catalyzed by aminoacyl-
tRNA synthetase. Initiation involves the mRNA template,
N-formylmethionyl tRNA, the initiation codon (AUQG),
initiation factors, and the ribosomal subunits. Elongation oc-
curs (using several elongation factors) with the aminoacyl-
tRNAs being selected by recognition of their specific
codons and forming new peptide bonds with neighboring
amino acids. When biosynthesis of the specific protein is
finished, a termination codon in the mRNA is recognized,
and release factors disengage the protein from the elon-
gation complex. Finally, the protein is folded and post-
translational processing occurs.®!8% Processes that might be
used in this step include removal of initiating residues and
signaling sequences, proteolysis, modification of terminal
residues, and attachment of phosphate, methyl, carboxyl,
sulfate, carbohydrate, or prosthetic groups that help the pro-
tein achieve its final three-dimensional shape. Specialized

Introns

/ mRNA

Translation

Proteins

Modification

Posttranslationally modified

protein

Figure 4.4 ® Path from DNA to
protein.



chaperone proteins can also direct the three-dimensional
formation. Posttranslational modifications occur in mam-
malian cells in the endoplasmic reticulum or the Golgi appa-
ratus before the protein is transported out of the cell. Most
posttranslational modifications occur only in higher organ-
isms, not in bacteria. The three-base genetic codon system is
well known and has been conserved among all organisms.
This allows rDNA procedures to work and facilitates the de-
velopment of a model for the amino acid sequence of a pro-
tein by correlation with the codon sequence of the genome.

Recombinant DNA Technology

The fundamental techniques involved in working with
rDNA include isolating or copying a gene; inserting the pre-
cise gene into a transmissible vector that can be transcribed,
amplified, and propagated by a host cell’s biochemical ma-
chinery; transferring it to that host cell; and facilitating the
transcription into mRNA and translation into proteins.
Cloned DNA can also be removed or altered by using an ap-
propriate restriction endonuclease. Because genes encode
the language of proteins, in theory, it is possible to create
any protein if one can obtain a copy of the corresponding
gene. rDNA methods require the following®*:

* An efficient method for cleaving and rejoining phosphodi-
ester bonds on fragments of DNA (genes) derived from an
array of different sources

* Suitable vectors or carriers capable of replicating both
themselves and the foreign DNA linked to them

* A means of introducing the rDNA into a bacterial, yeast,
plant, or mammalian cell

* Procedures for screening and selecting a clone of cells that
has acquired the rDNA molecule from a large population
of cells

There are two primary methods for cloning DNA®* using
genomic and cDNA libraries as the primary sources of DNA
fragments, which, respectively, represent either the chromo-
somal DNA of a particular organism or the cDNA prepared
from mRNA present in a given cell, tissue, or organ. In the
first method, a library of DNA fragments is created from a
cell’s genome, which represents all of the genes present.
The library is then screened against special DNA probes.
Lysing the genomic contents to generate fragments of dif-
ferent sizes and compositions, some of which should contain
the genetic sequences that encode the specific activity that
one is seeking, creates the library. With knowledge of the
protein sequence that the gene specifies, DNA probes can be
synthesized that should hybridize with corresponding frag-
ments in the library. By labeling the probes with fluorescent
or radioactive tags, probe molecules that hybridize and form
double-helical DNA can be identified and isolated elec-
trophoretically. The DNA from the library can then be am-
plified by a technique such as the polymerase chain reaction
(PCR), inserted into a vector, and transferred into a host cell.
A comparison of these methods is given in Table 4.1.

The second major method for cloning DNA represents
only genes that are being expressed® at a given time and in-
volves first the isolation of the mRNA that encodes the amino
acid sequence of the protein of interest. Treating the mRNA
with the viral enzyme reverse transcriptase in the presence of
nucleoside triphosphates (NTPs) causes a strand of DNA to be
synthesized complementary to the mRNA matrix, affording
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TABLE 4.1 Characteristics of Genomic versus
cDNA Libraries

Characteristic Genomic cDNA
Source of genetic Genomic DNA Cell or tissue
material mRNA
Complexity >100,000 5,000-20,000
(independent
recombinants)
Size range of 1,000-50,000 30-10,000
recombinants (bp?)
Presence of introns Yes No
Presence of regulatory Yes
elements Maybe
Suitable for Maybe Yes
heterologous
expression

°bp, base pairs.

an RNA-DNA hybrid. The RNA strand is broken down in
alkaline conditions, yielding a single-stranded molecule of
DNA. The DNA polymerase reaction affords a comple-
mentary or copy strand of DNA (cDNA), which on fusion of
a promotor sequence can be attached to a transport vector.
Figure 4.5 depicts these reactions.

If the amino acid sequence of a protein (and, hence, the
codon sequence) is known, automated synthesis of DNA
through chemical or enzymatic means represents a third way
that genes can be engineered. This method is useful only for
relatively small proteins. In principle, for the preparation of
a genomic library, the cellular origin of the DNA is not an
issue, whereas the cellular origin of mRNA is central to the
preparation of a cDNA library. Therefore, genomic libraries
vary from species to species but not from tissue to tissue
within that species. cDNA varies with tissue and the devel-
opmental stages of cells, tissues, or species. Another impor-
tant distinction is that the fragment of DNA from eukaryotic
chromosomes will contain exons (protein-coding segments)
and introns (noncoding segments between exons), whereas
in cDNA, the introns are spliced out.

mRNA

¢ Reverse Transcriptase

)

l Base (break down

DNA Synthesis,
mRNA as Matrix

—_—

RNA-DNA Hybrid

RNA)

DNA
l DNA Polymerase

cDNA

Fuse in promoter region

Figure 4.5 ® Method for preparation of cDNA from an
mRNA transcript.
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Restriction Endonucleases®*%5

The restriction endonuclease (or restriction enzyme) is prob-
ably best described as a set of “molecular scissors” in na-
ture. Restriction endonucleases are bacterial enzymes that,
as the name implies, cleave internal phosphodiester bonds of
a DNA molecule. The cleavage site on a segment of DNA
lies within a specific nucleotide sequence of about 6 to 8 bp.
More than 500 restriction endonucleases have been discov-
ered, and these react with more than 100 different cleavage
sites. The chemical reaction of the restriction endonuclease
releases the 3’ end of one base as an alcohol and the 5" end
as a monophosphate. The general reaction is shown in
Figure 4.6.

The recognition sites for restriction endonucleases are
specific palindromic sequences of DNA® not more than 8 bp
long. A number of these palindromes are listed in Table 4.2.
A palindrome is a sequence of letters that reads the same way
forward and backward, for instance: “A man, a plan, a canal:
Panama!,” “DNA-land,” “Did Hannah see bees? Hannah
did.” Restriction endonucleases cleave DNA at palindromic
sites to yield several types of cuts:

5" CCTAG!

5' CCTAGG 3’ —
3’ GGATCC5' —
3'GT

5" CCTAG 3’
3’ GATCC 5’

These cuts yields an overhanging C/C “sticky” end that
is relatively easy to ligate with complementary ends of other
DNA molecules. A cut from an endonuclease like Haelll:

5" CCLGG 3’ N 5" CC GG 3’
3’ GGTcC 5’ N 3’ GG CC 5’

requires more complicated methods to ligate into vector
DNA. Palindromic cleavage sites for some selected restric-
tion enzymes are given in Table 4.2. The arrow shows the
cleavage site. The restriction endonucleases are a robust
group of enzymes that form a toolbox for investigators
working in the field of genetic engineering. About the only
caveat to their use is an obvious one: They must be chosen
not to make their cut inside the gene of interest.

DNA Ligases®®

When the gene of interest has been excised from its flanking
DNA by the appropriate restriction endonucleases and the
vector DNA has been opened (using the same restriction en-
donuclease to break phosphodiester bonds), the two different
DNA molecules are brought together by annealing. In the
first step of this process, heating unwinds the double-
stranded DNA of the vector. The insert or passenger DNA is
added to the heated mixture, and subsequent cooling facili-
tates pairing of complementary strands. Then, phosphodi-
ester bonds are regenerated, linking the two DNA molecules,
vector and insert. A total of four such bonds must be re-
formed, two on each strand at the 5’ and 3’ sites. This
process is termed ligation, and the enzymes that catalyze the
reaction are named DNA ligases. Typically, ATP or another
energy source is required to drive the ligation reaction, and
linker fragments of DNA are used to facilitate coupling.
There are several different types of ligation reactions that are
used, depending on the type of restriction endonuclease
product that was formed. The sticky-ended DNA, using com-
plementary vector and insert ends that easily base pair at the
cuts, is probably the easiest to accomplish, although methods
exist to ligate the blunt-ended varieties, using DNA ligase.

The Vector®*

There are several methods available for introducing DNA
into host cells. DNA molecules that can maintain themselves
by replication are called replicons. Vectors are subsets of
replicons. In genetic engineering, the vector (carrier) is the
most widely used method for the insertion of foreign, or
passenger, genetic material into a cell. Vectors are genetic
elements such as plasmids or viruses that can be propagated
and that have been engineered so that they can accept frag-
ments of foreign DNA. Depending on the vector, they may
have many other features, including multiple cloning sites

TABLE 4.2 Palindromic Cleavage Sites

Alul Asull Ball BamH1 Bglll Clal EcoRlI
AGILCT TTICGAA TGGICCA GlGATCC AlGATCT ATI{CGAT GJAATTC
EcoRV Haelll Hhal Hindll Hindlll Hpall Kpnl
GATIATC GGlCC GCGlC GTPy!PuAC AlAGCTT clcGa GGTACIC
Mbol Pstl Pvul Sall Smal Xmal Notl

JGATC CTGCAlG CGATICG GITCGAC CCcclGGG ClCCGGG GCIGGCCGC




(a region containing multiple restriction enzyme sites into
which an insert can be installed or removed), selection mark-
ers, and transcriptional promoters. The passenger DNA must
integrate into the host cell’s DNA or be carried into the cell
as part of a biologically active molecule that can replicate in-
dependently. If this result is not achieved, the inserted gene
will not be successfully transcribed. The most commonly
used biological agent for transporting genes into bacterial
and yeast cells is the plasmid, such as the E. coli bacterial
plasmid pBR322. A plasmid is a small, double-stranded,
closed circular extrachromosomal DNA molecule. This plas-
mid contains 4,361 bp and can transport relatively small
amounts of DNA. Plasmids occur in many species of bacte-
ria and yeasts. Sometimes, plasmids carry their own genes
(e.g., the highly transmissible genes for antibiotic resistance
in some bacterial species). An important feature of a plasmid
is that it has an origin of replication (ori) site that allows it to
multiply independently of a host cell’s DNA. Although there
can be more than one copy of a plasmid in a cell, the copy
number is controlled by the plasmid itself.

Another type of cloning vector is the bacteriophage
(Fig. 4.7). Bacteriophage A (lambda) possesses a genome
of approximately 4.9 X 10° bp and can package large
amounts of genetic material without affecting the infec-
tivity of the phage. A large DNA library can be created,
packaged in bacteriophage A, and, when the virus infects,
inserted into cells. Hybridization is then detected by
screening with DNA probes.®” In addition, there are spe-
cial vectors called phagemids, vaccinia and adenovirus for
cloning into mammalian cells, and yeast artificial chromo-
somes (YACs) that facilitate cloning in yeasts.®® Differences
among these vectors concern the size of the insert that they
will accept, the methods used in the selection of the clones,
and the procedures for propagation.

Bacteriophage A

EcoRI Restriction Site

Figure 4.7 ® Types of cloning
vectors: a bacteriophage and a
plasmid.
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Once the passenger DNA has been created and the plasmid
vector cut (both with the same restriction enzyme), the insert
is ligated into the plasmid along with a promoter (a short
DNA sequence that enhances the transcription of the adjacent
gene). Often, a gene imparting antibiotic resistance linked to
the desired gene is inserted as a selection tool. The idea be-
hind this is that if the gene is inserted in the proper location,
the bacterial cell will grow on a medium containing the antibi-
otic. Bacteria that do not contain the resistance gene and,
hence, lack the required gene will not grow. This makes the
task of screening for integration of the desired gene easier.
After the molecule is ligated, the vector is finally an rDNA
molecule that can be inserted into a host cell.

Host cells can be bacteria (e.g., E. coli), eukaryotic yeast
(Saccharomyces cerevisiae), or mammalian cell lines, in-
cluding Chinese hamster ovary (CHO), African green mon-
key kidney (VERO), and baby hamster kidney (BHK). It
is easy to grow high concentrations of bacteria and yeast
cells in fermenters to yield high protein concentrations.
Mammalian cell culture systems typically give poorer pro-
tein yields, but sometimes this is acceptable, especially
when the product demands the key posttranslational modi-
fications that do not occur in bacteria. Host cells containing
the vector are grown in small-scale cultures and screened
for the desired gene.®” When the clone providing the best
protein yield is located, the organism is grown under care-
fully controlled conditions and used to inoculate pilot-scale
fermentations. Parameters such as production medium
composition, pH, aeration, agitation, and temperature are
investigated at this stage to optimize the fermentation. The
host cells divide, and the plasmids in them replicate, pro-
ducing the desired “new” protein. The fermentation is
scaled up into larger bioreactors for large-scale isolation of
the recombinant protein. Obviously, the cultures secrete

EcoRl Restriction Site

N

Left Arm Right Arm

Lambda DNA 48,502 base pairs

Antibiotic Resistance Gene

Origin of Replication

E. coli plasmid pBR322 4,361 base pairs
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their own natural proteins along with the cloned protein.
Purification steps are required before the recombinant pro-
tein is suitable for testing as a new, genetically engineered
pharmaceutical agent. Once the host cell line expressing the
recombinant gene is isolated, it is essential to maintain se-
lection pressure on it so that it does not spontaneously lose
the plasmid. Typically, this pressure is applied by maintain-
ing the cells on medium containing an antibiotic to which
they bear a resistance gene.

) SOME TYPES OF CLONING

A listing of some types of cloning is given in Table 4.3.

Functional Expression Cloning®°

Functional expression cloning focuses on obtaining a spe-
cific cDNA of known function. There are many variations
on this approach, but they all rely on the ability to search for
and isolate cDNAs based on some functional activity that
can be measured (e.g., the electrophysiological measure-
ment of ion conductances following expression of cDNAs in
frog oocytes). By incrementally subdividing the cDNAs into
pools and following the activity, it is possible to obtain a
single cDNA clone that encodes the functionality. The ad-
vantage of functional expression cloning is that it does not
rely on knowledge of the primary amino acid sequence. This
is a definite advantage when attempting to clone proteins of
low abundance.

Positional Cloning®°

Positional cloning can be used to localize fragments of DNA
representing genes prior to isolating the DNA. An example
of the use of positional cloning is the cloning of the gene re-
sponsible for CF. By studying the patterns of inheritance of

Wilson and Gisvold’s Textbook of Organic Medicinal and Pharmaceutical Chemistry

the disease and then comparing these with known chromo-
somal markers (linkage analysis), it was possible, without
knowing the function of the gene, to locate the gene on
human chromosome 7. Then, by using a technique known as
chromosome walking, the gene was localized to a DNA se-
quence that encodes a protein now known as the cystic fi-
brosis transmembrane conductance regulator (CFTR). This
protein, previously unknown, was shown to be defective in
CF patients and could account for many of the symptoms of
the disease. Like functional cloning, positional cloning has
the advantage that specific knowledge of the protein is not
required. It is also directly relevant to the understanding of
human disease, and it can provide important new biological
targets for drug development and the treatment of disease.

Homology-Based Cloning

Another cloning strategy involves the use of previously
cloned genes to guide identification and cloning of evo-
lutionarily related genes. This approach, referred to as
homology-based cloning, takes advantage of the fact that nu-
cleotide sequences encoding important functional domains
of proteins tend to be conserved during the process of evolu-
tion. Thus, nucleotide sequences encoding regions involved
with ligand binding or enzymatic activity can be used as
probes that will hybridize to complementary nucleotide se-
quences that may be present on other genes that bind similar
ligands or have similar enzymatic activity. This approach
can be combined with PCR?'%? to amplify the DNA se-
quences. The use of homology-based cloning has the advan-
tages that it can be used to identify families of related genes,
does not rely on the purification or functional activity of a
given protein, and can provide novel targets for drug discov-
ery. Its usefulness is offset by the possibility that the isolated
fragment may not encode a complete or functional protein or
that, in spite of knowledge of the shared sequence, the actual
function of the clone may be difficult to identify.

TABLE 4.3 Cloning Strategies

Strategy Advantages

Disadvantages Example

Positional Provides information underlying
the genetic basis of known
diseases

Yields genetic information encoding
proteins of known structure and

function

Protein purification

Antibody based Yields genetic information encoding
proteins of known structure and
function

Yields genetic information encoding
a functionally active protein; does
not require protein purification

Identification of related genes or
gene families; relatively simple

Functional expression

Homology based

Expressed sequence High throughput; identification of

tagging novel cDNAs
Total genomic Knowledge of total genome;
sequencing identification of all potential

gene products

3.3 X 10° bp, difficult to use
with diseases caused by
multiple interacting alleles

Protein purification, especially
for low-abundance proteins,
is exacting; availability of
appropriate libraries,
incomplete coding sequences

Involves protein purification,
unrecognized cross-reactivity,
incomplete coding sequences

Function must be compatible
with existing library-screening
technology

Depends on preexisting gene
sequence; can yield incomplete
genes or genes of unknown
function

Incomplete coding sequences or
genes of unknown function

3.3 X 10° bp, labor intensive;
genes of unknown function

Cystic fibrosis gene product

B2-Adrenergic receptor

Vitamin D receptor

Substance K receptor

Muscarinic receptor

Haemophilus influenzae

Source: PhRMA: Biotechnology Drug Development by Disease State, 2008-2009.



© EXPRESSION OF CLONED DNA

Once cloned, there are many different possibilities for the
expression and manipulation of DNA sequences. Because it
concerns the use of cloned genes in the process of drug dis-
covery and development, there are many obvious ways in
which the expression of DNA sequences can be applied.
One of the most obvious is in replacement of older technolo-
gies that involve the purification of proteins for human use
from either animal sources or human byproducts, such as
blood. An example of this is factor VIII, a clotting cascade
protein used for the treatment of the genetically linked
bleeding disorder hemophilia. Until recently, the only
source of purified factor VIII was human blood, and tragi-
cally, before the impact of AIDS was fully appreciated,
stocks of factor VIII had become contaminated with HIV-1,
resulting in the infection of as many as 75% of the patients
receiving this product. The gene encoding factor VIII has
since been cloned, and recombinant factor VIII is now avail-
able as a product purified from cultured mammalian cells.
Other recombinant clotting factors, including factors VIla
and IX, are under development and, together with recombi-
nant factor VIII, will eliminate the risk of exposure to
human pathogens.

Other examples in which the expression of cloned human
genes offers alternatives to previously existing products in-
clude human insulin, which is now a viable replacement for
purified bovine and porcine insulin for the treatment of dia-
betes, and hGH, which is used for the treatment of growth
hormone deficiency in children (dwarfism). Unlike insulin,
growth hormones from other animal species are ineffective
in humans; thus, until human recombinant growth hormone
became available, the only source of hGH was the pituitary
glands of cadavers. This obviously limited the supply of
hGH and, like factor VIII, exposed patients to potential con-
tamination by human pathogens. Recombinant hGH (thGH)
can now be produced by expression in bacterial cells.

The expression of cloned genes can be integrated into ra-
tional drug design by providing detailed information about
the structure and function of the sites of drug action. With
the cloning of a gene comes knowledge of the primary
amino acid sequence of an encoded receptor protein. This
information can be used to model its secondary structure
and in an initial attempt to define the protein’s functional
domains, such as its ligand-binding site. Such a model can
then serve as a basis for the design of experiments that can
be used to test the model and facilitate further refinement.
Of particular use are mutagenesis experiments that use
rDNA techniques to change a primary amino acid sequence
so that the consequences can be studied. In addition, expres-
sion of a cloned target protein can be used to generate sam-
ples for various biophysical determinations, such as x-ray
crystallography. This technique, which can provide detailed
information about the three-dimensional molecular structure
of a protein, frequently requires large amounts of protein,
which, in some cases, is only available with the use of re-
combinant expression systems.

Like the many strategies used to clone genes, there are
many strategies for their expression, involving the use of
either bacterial or eukaryotic cells and specialized vectors
compatible with expression in host cells. Since these cells do
not normally express the protein of interest, this methodology
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is often referred to as heterologous expression. It is also
possible to prepare cRNA from rDNA, which can then be
used for either in vitro expression or injection directly into
cells. In the former situation, purified ribosomes are used
in the test tube to convert cRNA into protein; for the latter
situation, the endogenous cellular ribosomes make the pro-
tein. A relatively new development for the expression of
cloned genes is the use of animals that have the cloned gene
stably integrated into their genome. Such transgenic animals
can potentially make very large amounts of recombinant
protein, which can be harvested from the milk, blood, and
ascites fluid.

The choice of a particular expression system depends on
several factors. Protein yield, requirements for biological
activity, and compatibility of the expressed protein with the
host organism are a few. An example of the compatibility
issue is that bacteria do not process proteins in exactly the
same way as do mammalian cells, so that the expression of
human proteins in bacteria will not always yield an active
product or any product at all. Cases like these may require
expression in mammalian cell cultures. The choice of an
expression system also reflects the available vectors and
corresponding host organisms. A basic requirement for the
heterologous expression of a cloned gene is the presence of
a promoter that can function in the host organism and a
mechanism for introducing the cloned gene into the organ-
ism. The promoter is the specific site at which DNA poly-
merase binds to initiate transcription and is usually specific
for the host organism. As in gene cloning, the vectors are
either plasmids or viruses that have been engineered to ac-
cept rDNA and that contain promoters that direct the expres-
sion of the rDNA. The techniques for introducing the vector
into the organism vary widely and depend on whether one is
interested in transient expression of the cloned gene or in
stable expression. In the latter case, integration into the host
genome is usually required; transient expression simply re-
quires getting the vector into the host cell.

© MANIPULATION OF DNA
SEQUENCE INFORMATION

Perhaps the greatest impact of rDNA technology lies in its
ability to alter a DNA sequence and create entirely new mol-
ecules that, if reintroduced into the genome, can be inherited
and propagated in perpetuity. The ability to alter a DNA se-
quence, literally in a test tube, at the discretion of an individ-
ual, corporation, or nation, brings with it important ques-
tions about ownership, ethics, and social responsibility.
There is no question, however, that potential benefits to the
treatment of human disease are great.

There are three principal reasons for using rDNA tech-
nology to alter DNA sequences. The first is simply to clone
the DNA to facilitate subsequent manipulation. The second
is to intentionally introduce mutations so that the site-specific
effect on protein structure and function can be studied.”***
The third reason is to add or remove sequences to obtain
some desired attribute in the recombinant protein. For exam-
ple, recent studies with factor VIII show that the protein
contains a small region of amino acids that are the major
determinant for the generation of anti—factor VIII antibodies
in a human immune system. This autoimmune response
of the patient inhibits the activity of factor VIII, which is
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obviously a serious therapeutic complication for patients
who are using factor VIII for the treatment of hemophilia.
By altering the DNA sequence encoding, this determinant,
however, the amino acid sequence can be changed both
to reduce the antigenicity of the factor VIII molecule and to
make it transparent to any existing anti—factor VIII anti-
bodies (i.e., changing the epitope eliminates the existing
antibody recognition sites).

It is possible to combine elements of two proteins into
one new recombinant protein. The resulting protein, re-
ferred to as a chimeric or fusion protein, may then have
some of the functional properties of both of the original
proteins. This is illustrated in Figure 4.8 for two receptors
labeled A and B. Each receptor has functional domains that
are responsible for ligand binding, integration into the
plasma membrane, and activation of intracellular signaling
pathways. Using rDNA techniques, one can exchange
these functional domains to create chimeric receptors that,
for example, contain the ligand-binding domain of recep-
tor B but the transmembrane and intracellular signaling do-
mains of receptor A. The application of the fusion protein
strategy is discussed further in connection with the hGH
receptor (under “Novel Drug-Screening Strategies”) and
with denileukin diftitox.

Another reason for combining elements of two proteins
into one recombinant protein is to facilitate its expression
and purification. For example, recombinant glutathione S-
transferase (GST), cloned from the parasitic worm
Schistosoma japonicum, is strongly expressed in E. coli and
has a binding site for glutathione. Heterologous sequences
encoding the functional domains from other proteins can be
fused, in frame, to the carboxy terminus of GST, and the re-
sulting fusion protein is often expressed at the same levels
as GST itself. In addition, the resulting fusion protein retains
the ability to bind glutathione, which means that affinity
chromatography, using glutathione that has been covalently
bonded to agarose, can be used for a single-step purification
of the fusion protein. The functional activity of the heterol-
ogous domains that have been fused to GST can then be

ligand-binding domains

transmembrane domains

intracellular signaling
domains

Receptor A

N

Figure 4.8 ® Chimeric receptors.

Chimeric Receptors

studied either as part of the fusion protein or separately fol-
lowing treatment of the fusion protein with specific pro-
teases that cleave at the junction between GST and the het-
erologous domain. Purified fusion proteins can also be used
to generate antibodies to the heterologous domains and for
other biochemical studies. Sometimes, fusion proteins are
made to provide a recombinant protein that can be easily
identified. An example of this is a technique called epitope
tagging, in which well-characterized antibody recognition
sites are fused with recombinant proteins. The resulting re-
combinant protein can then be identified by immunofluores-
cence or can be purified with antibodies that recognize the
epitope.

© NEW BIOLOGICAL TARGETS FOR
DRUG DEVELOPMENT

One of the outcomes of the progress that has been made in
the identification and cloning of genes is that many proteins
encoded by these genes represent entirely new targets for
drug development. In some cases, the genes themselves may
represent the ultimate target for the treatment of a disease in
the form of gene therapy. The cloning of the CF gene is an
example of both a new drug target and a gene that could po-
tentially be used to treat the disease. The protein encoded by
this gene, CFTR, is a previously unknown integral mem-
brane protein that functions as a channel for chloride ions.
Mutations in CFTR underlie the pathophysiology of CF, and
in principle, replacement or coexpression of the defective
gene with the healthy, nonmutated gene would cure the dis-
ease. It is also possible, however, that by understanding the
structure and function of the healthy CFTR, drugs could be
designed to interact with the mutated CFTR and improve its
function.

An important outgrowth of the study of new drug targets
is the recognition that many traditional targets, such as en-
zymes and receptors, are considerably more heterogeneous
than previously thought. Thus, instead of one enzyme or re-
ceptor, there may be several closely related subtypes, or iso-
forms, each with the potential of representing a separate
drug target. This can be illustrated with the enzyme cy-
clooxygenase (COX), which is pivotal to the formation of
prostaglandins and which is the target of aspirin and the
nonsteroidal anti-inflammatory drugs (NSAIDs). Until re-
cently, COX was considered to be a single enzyme, but
pharmacological and gene cloning studies have revealed
that there are at least three enzyme forms, named COX-1,
COX-2, and COX-3. Interestingly, they are differentially
regulated. COX-1 is expressed constitutively in many tis-
sues, whereas the expression of COX-2 is induced by in-
flammatory processes. Thus, the development of COX-2 se-
lective agents can yield NSAIDs with the same efficacy as
existing (nonselective) agents but with fewer side effects,
such as those on the gastric mucosa.

The elucidation of the family of adrenergic receptors is
another example in which molecular cloning studies have
revealed previously unknown heterogeneity, with the conse-
quence of providing new targets for drug development. The
adrenergic receptors mediate the physiological effects of the
catecholamines epinephrine and norepinephrine. They are
also the targets for many drugs used in the treatment of such
conditions as congestive heart failure, asthma, hypertension,
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TABLE 4.4 Selected Examples of Receptor Subtype Heterogeneity

Receptor Superfamily Original Subtypes

Present Subtypes

G-protein—coupled

Adrenergic B, B2, ar, a2
Dopamine D,, D,
Prostaglandin E, EPy, EP,, EP3

Receptor tyrosine kinase neurotrophins
DNA binding

Estrogen

Thyroid hormone

Retinoic acid
Ligand-activated channels

Glycine

GABAA

Estrogen receptor

Nerve growth factor receptor
Thyroid hormone receptor
Retinoic acid receptor

Glycine and/or strychnine receptor
GABA and/or benzodiazepine receptor

B B2, B3, a1a, A1g, A1ps @2A, a2B, aC
D4, D,?, D3, D4, Ds
EP4, EP,, EP3?, EP4
TrkA?, TrkB, TrkC?

ERR1, ERR2
TRe, TRB
RARa, RARS

as, aa, as (multisubunit)®?
o, O, O3, Oy, U5, Qg (multisubunit)b

2Alternative mRNA splicing creates additional receptor heterogeneity.

bQOnly the heterogeneity of the ligand-binding subunit is listed; a multisubunit structure combined with the
heterogeneity of the other subunits creates a very large number of potential subtypes.

glaucoma, and benign prostatic hypertrophy. Prior to the
molecular cloning and purification of adrenergic receptors,
the pharmacological classification of this family of recep-
tors consisted of four subtypes: a1, o, B1, and B5. The ini-
tial cloning of the a-adrenergic receptor in 1986 and subse-
quent gene cloning studies revealed at least nine subtypes:
B], ‘32, B3’ aa, X 1B, XD, O2A, A2B, and arc (Chapter 16)

The evidence that there are nine subtypes of adrenergic
receptors is very important in terms of understanding the
physiology of the adrenergic receptors and of developing
drugs that can selectively interact with these subtypes. For
example, in the case of the a,-agonist p-aminoclonidine, an
agent used to lower intraocular pressure (IOP) in the treat-
ment of glaucoma, it may now be possible to explain some
of the drug’s pharmacological side effects (e.g., bradycardia
and sedation) by invoking interactions with the additional
az-adrenergic receptor subtypes. Of considerable interest is
the possibility that these pharmacological effects (i.e., low-
ering of IOP, bradycardia, and sedation) are each mediated
by one of the three different a,-receptor subtypes. If this is
true, it might be possible to develop a subtype-selective a,-
agonist that lowers IOP but does not cause bradycardia or
sedation. Likewise, it might even be possible to take advan-
tage of the pharmacology and develop a,-adrenergic agents
that selectively lower heart rate or produce sedation.

The discovery of subtypes of receptors and enzymes by
molecular cloning studies seems to be the rule rather than
the exception and is offering a plethora of potential new
drug targets (Table 4.4). To note just a few: 5 dopamine re-
ceptor subtypes have been cloned, replacing 2 defined phar-
macologically (Chapter 13); 7 serotonin receptor subtypes
have been cloned, replacing 3; 4 genes encoding receptors
for prostaglandin E, have been isolated, including 12 addi-
tional alternative mRNA splice variants; and 3 receptors for
nerve growth factor have been cloned, replacing 1.

© NOVEL DRUG-SCREENING STRATEGIES

The combination of the heterologous expression of cloned
DNA, the molecular cloning of new biological targets, and
the ability to manipulate gene sequences has created powerful
new tools that can be applied to the process of drug discovery
and development. In its most straightforward application, the

ability to simply express newly identified receptor protein tar-
gets offers a novel means of obtaining information that may
be difficult, or even impossible, to obtain from more complex
native biological systems. There is a reason for this. A newly
identified protein can be expressed in isolation. Even for
closely related enzyme or receptor subtypes, heterologous ex-
pression of the individual subtype can potentially provide
data that are specific for the subtype being expressed, whereas
the data from native biological systems will reflect the sum-
mation of the individual subtypes that may be present.

The potential advantage of heterologous expression is il-
lustrated in Figure 4.9 for the interaction of a drug with mul-
tiple binding sites. In panel A, which can represent the data
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Figure 4.9 ® Convoluted data from binding to multiple
receptor subtypes versus classic mass action.
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obtained from a native biological system, the data are com-
plex, and the curve reflects interactions of the drug with two
populations of receptors: one with high affinity, represent-
ing 50% of the total receptor population, and one with low
affinity, representing the remaining 50%. The individual
contributions of these two populations of receptors are indi-
cated in panel B, which could also reflect the data obtained
if rDNA encoding these two receptors were expressed indi-
vidually in a heterologous expression system. Although in
some cases, the data, as in panel A, can be analyzed with
success, frequently they cannot, especially if more than two
subtypes are present or if any one subtype makes up less
than 10% of the total receptor population or if the affinities
of the drug for the two receptor populations differ by less
than 10-fold.

Another important reason for integrating heterologous ex-
pression into drug-screening strategies is that data can usually
be obtained for the human target protein rather than an animal
substitute. This does not mean that organ preparations or ani-
mal models will be totally replaced. For the purposes of the
identification of lead compounds and the optimization of se-
lectivity, affinity, etc., however, the use of recombinant ex-
pression systems provides some obvious advantages.

By combining heterologous expression with novel func-
tional assays, it is possible to increase both specificity and
throughput (the number of compounds that can be screened
per unit time). For example, reporter genes have been devel-
oped that respond to various intracellular second messen-
gers, such as the activation of guanine nucleotide—binding
proteins (G proteins), and levels of cyclic adenosine
monophosphate (cAMP), or calcium. One approach to the
development of novel functional assays involves the use of
promoter regions in DNA that control the transcription of
genes. This approach is exemplified by the cAMP response
element (CRE). This is a specifically defined sequence of
DNA that is a binding site for the cAMP response element-
binding (CREB) protein. In the unstimulated condition, the
binding of CREB to the CRE prevents the transcription and
expression of genes that follow it (Fig. 4.10). When CREB

CRE-binding Protein (CREB)
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is phosphorylated by cAMP-dependent protein kinase A
(PKA), however, its conformation changes, permitting the
transcription and expression of the downstream gene. Thus,
increases in intracellular cAMP, such as those caused by re-
ceptors that activate adenylyl cyclase (e.g., B-adrenergic,
vasopressin, etc.), will stimulate the activity of PKA, which,
in turn, results in the phosphorylation of CREB and the ac-
tivation of gene transcription.

In nature, there are a limited number of genes whose
activity is regulated by a CRE. Biologically, however, the
expression of almost any gene can be regulated in a cAMP-
dependent fashion if it is placed downstream of a CRE,
using rDNA techniques. If the products of the expression of
the downstream gene can be easily detected, they can serve
as reporters for any receptor or enzyme that can modulate
the formation of cAMP in the cell. The genes encoding
chloramphenicol acetyl transferase (CAT), luciferase, and
[B-galactosidase are three examples of potential “reporter
genes,” whose products can be easily detected. Sensitive
enzymatic assays have been developed for all of these
enzymes; thus, any changes in their transcription will be
quickly reflected by changes in enzyme activity. By coex-
pressing the reporter gene along with the genes encoding
receptors and enzymes that modulate cAMP formation, it is
possible to obtain very sensitive functional measures of the
activation of the coexpressed enzyme or receptor.

Another example of the use of a reporter gene for high-
throughput drug screening is the receptor selection and
amplification fechnology (r-SAT) assay. This assay takes
advantage of the fact that the activation of several different
classes of receptors can cause cellular proliferation. If genes
for such receptors are linked with a reporter gene, such
as [B-galactosidase, the activity of the reporter will be in-
creased as the number of cells increase as a consequence of
receptor activation. Initially, a limitation of this assay was
that it only worked with receptors that normally coupled
to cellular proliferation; by making a mutation in one of
the second-messenger proteins involved with the prolifera-
tive response, however, it was possible to get additional

Reporter Gene
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Figure 4.10 ® Activation of tran-
scription by a CAMP response ele-
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by cAMP-dependent protein kinase.



receptors to work in this assay. This second-messenger pro-
tein, G4, was cloned, and a recombinant chimera was made
that included part of another second messenger known as
G;. In native cells, receptors that activate G; are not known
for their stimulation of cell proliferation, but when such
receptors are coexpressed in the r-SAT assay with the
chimeric Gy, their activity can be measured.

A similar strategy involving chimeric proteins has been
used for receptors whose second-messenger signaling path-
ways are not clearly understood. For example, the develop-
ment of potential therapeutic agents acting on the hGH recep-
tor has been difficult because of a lack of a good signaling
assay. The functional activity of other receptors that are
structurally and functionally related to the growth hormone
receptor can be measured, however, in a cell proliferation
assay. One such receptor that has been cloned is the murine
receptor for granulocyte colony-stimulating factor (G-CSF).
By making a recombinant chimeric receptor containing the
ligand-binding domain of the hGH receptor with the second-
messenger—coupling domain of the murein G-CSF receptor,
it was possible to stimulate cellular proliferation with hGH.

In addition to providing a useful pharmacological
screen for hGH analogs, the construction of this chimeric
receptor provides considerable insight into the mechanism
of agonist-induced growth hormone receptor activation.
The growth hormone-binding domain is clearly localized
to the extracellular amino terminus of the receptor,
whereas the transmembrane and intracellular domains are
implicated in the signal transduction process. It was also
determined that successful signal transduction required re-
ceptor dimerization by the agonist (i.e., simultaneous inter-
action of two receptor molecules with one molecule of
growth hormone). Based on this information, a mecha-
nism-based strategy was used for the design of potential
antagonists. Thus, hGH analogs were prepared, were inca-
pable of producing receptor dimerization, and were found
to be potent antagonists.

© PROCESSING OF THE RECOMBINANT
PROTEIN

Processing the fermentation contents to isolate a recombi-
nant protein is often a difficult operation, requiring as much
art as science. In the fermentation broth are whole bacterial
cells, lysed cells, cellular fragments, nucleotides, normal
bacterial proteins, the recombinant protein, and particulate
medium components. If a Gram-negative bacterium such as
E. coli has been used, lipopolysaccharide endotoxins (pyro-
gens) may be present. When animal cell cultures are used, it
is commonly assumed that virus particles may be present.
Viruses can also be introduced by the culture nutrients, gen-
erated by an infected cell line, or introduced by animal
serum. Purification of an rDNA protein while maintaining
the factors that keep it in its active three-dimensional con-
formation from this mixture may be difficult, because each
step must be designed to ensure that the protein remains in-
tact and pharmacologically active. Assays must be designed
that allow the activity of the protein to be assessed at each
purification step. Consequently, the structure and activity of
the recombinant protein must be considered at all stages of
purification, and assays must be conducted to measure the
amount of purified, intact protein.
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A general scheme for purification of an rDNA protein is
as follows®>:

* Particulate removal. Particulates may be removed by cen-
trifugation, filtration, ultrafiltration, and tangential flow
filtration. Virus particles may be inactivated by heating if
the rDNA peptide can tolerate the procedure.

e Concentration. The volume of the mixture is reduced,
which increases the concentration of the contents. Often,
concentration is achievable by the filtration step, espe-
cially if ultrafiltration is used.

* Initial purification. The initial purification of the mixture
is sometimes accomplished by precipitation of the pro-
teins, using a slow, stepwise increase of the ionic strength
of the solution (salting out). Ammonium sulfate is a typi-
cal salt that can be used in cold, aqueous solutions. Water-
miscible organic solvents such as trichloroacetic acid and
polyethylene glycol (PEG) change the dielectric constant
of the solution and also effect precipitation of proteins.

* Intermediate purification. In this stage, the proteins may
be dialyzed against water to remove salts that were used in
the precipitation step. Ion exchange chromatography is
used to effect a somewhat crude separation of the proteins
based on their behavior in a pH or salt gradient on the
resin. Another step that may be taken is size exclusion (gel
filtration) chromatography. Gels of appropriate molecular
weight cutoffs can yield a somewhat low-resolution sepa-
ration of proteins of a desired molecular weight. If a native
bacterial protein that has been carried this far is nearly the
same molecular weight as the rDNA protein, no separation
will occur.
Final purification. Final purification usually involves the
use of high-resolution chromatography, typically high-
performance liquid chromatography. An abundance of
commercial stationary phases allows various types of ad-
sorption chromatography (normal and reversed phase), ion
exchange chromatography, immunoaffinity chromatogra-
phy, hydrophobic interaction chromatography, and size
exclusion chromatography. The protein fractions are sim-
ply collected when they elute from the column and are
concentrated and assayed for activity.

* Sterilization and formulation. This step can be accom-
plished by ultrafiltration to remove pyrogens or by heating
if the protein can withstand this. Formulation might in-
volve reconstitution into stable solutions for administra-
tion or determining the optimum conditions for stability
when submitting for clinical trials.

Complicating factors include (a) proteins unfolding into
an inactive conformation during processing (it may not be
possible to refold the protein correctly) and (b) proteases
that are commonly produced by bacterial, yeast, and mam-
malian cells, which may partially degrade the protein.

© PHARMACEUTICS OF RECOMBINANT
DNA-PRODUCED AGENTS

rDNA methods have facilitated the production of very pure,
therapeutically useful proteins. The physicochemical and
pharmaceutical properties of these agents are those of pro-
teins, which means that pharmacists must understand the
chemistry (and the chemistry of instability) of proteins to
store, handle, dispense, reconstitute, and administer these
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protein drugs. Instabilities among proteins may be physical
or chemical. In the former case, the protein might stick to
glass vessels or flocculate, altering the dose that the patient
will receive. In the latter case, chemical reactions taking
place on the protein may alter the type or stereochemistry of
the amino acids, change the position of disulfide bonds,
cleave the peptide chains themselves, and alter the charge
distribution of the protein. Any of these can cause unfolding
(denaturation) of the protein and loss of activity, rendering
the molecule useless as a drug. Chemical instability can be
a problem during the purification stages of a protein, when
the molecule might be subjected to acids or bases, but insta-
bility could occur at the point of administration when, for
example, a lyophilized protein is reconstituted. The pharma-
cist must understand a few concepts of the chemical and
physical instability of proteins to predict and handle poten-
tial problems.

Chemical Instability of Proteins®’
See Figure 4.11.

* Hydrolysis. Hydrolytic reactions of the peptide bonds can
break the polymer chain. Aspartate residues hydrolyze 100
times faster in dilute acids than do other amino acids under
the same conditions. As a general rule of peptide hydroly-
sis, Asp-Pro > Asp-X or X-Asp bonds. This property of
Asp is probably a result of an autocatalytic function of the
Asp side chain carboxyl group. Asn, Asp, Gln, and Glu hy-
drolyze exceptionally easily if they occur next to Gly, Ser,
Ala, and Pro. Within these groupings, Asn and Gln accel-
erate hydrolysis more at low pH, whereas Asp and Glu
hydrolyze most readily at high pH, when the side chain
carboxyl groups are ionized.

Deamidation. Gln and Asn undergo hydrolytic reactions
that deamidate their side chains. These reactions convert
neutral amino acid residues into charged ones. Gln is con-
verted to Glu and Asn to Asp. The amino acid type is
changed, but the chain is not cleaved. This process is, ef-
fectively, primary sequence isomerization, and it may in-
fluence biological activity. The deamidation reaction of
Asn residues is accelerated under neutral or alkaline pH
conditions. A five-membered cyclic imide intermediate
formed by intramolecular attack of the nitrogen atom on
the carbonyl carbon of the Asn side chain is the accelerant.
The cyclic imide spontaneously hydrolyzes to give a mix-
ture of residues—the aspartyl peptide and an isoform.
Racemization. Base-catalyzed racemization reactions can
occur in any of the amino acids except glycine, which is
achiral. Racemizations yield proteins with mixtures of L-
and D-amino acid configurations. The reaction occurs fol-
lowing the abstraction of the a-hydrogen from the amino
acid to form a carbanion. As should be expected, the sta-
bility of the carbanion controls the rate of the reaction.
Asp, which undergoes racemization via a cyclic imide in-
termediate, racemizes 105 times faster than free Asn. By
comparison, other amino acids in a protein racemize about
2 to 4 times faster than their free counterparts.

* B-Elimination. Proteins containing Cys, Ser, Thr, Phe, and
Lys undergo facile -elimination in alkaline conditions
that facilitate formation of an a-carbanion.

Oxidation. Oxidation can occur at the sulfur-containing
amino acids Met and Cys and at the aromatic amino acids
His, Trp, and Tyr. These reactions can occur during protein

processing as well as in storage. Methionine (CH;—S—R)
is oxidizable at low pH by hydrogen peroxide or molecular
oxygen to yield a sulfoxide (R—SO—CHj3) and a sulfone
(R—SO,—CH3;). The thiol group of Cys (R—SH) can un-
dergo successive oxidation to the corresponding sulfenic
acid (R—SOH), disulfide (R—S—S—R), sulfinic acid
(R—SO,H), and sulfonic acid (R—SOsH). Several factors,
including pH, influence these reactions. Free —SH groups
can be converted into disulfide bonds (—S—S—) and vice
versa. In the phenomenon of disulfide exchange, disulfide
bonds break and reform in different positions, causing
incorrect folding of the protein. Major changes in the three-
dimensional structure of the peptide can abolish activity.
Oxidation of the aromatic rings of His, Trp, and Tyr
residues is believed to occur with various oxidizing
enzymes.

Physical Instability of Proteins®®

Chemical alterations are not the only source of protein insta-
bility. A protein is a large, globular polymer that exists in
some specific forms of secondary, tertiary, and quaternary
structure. A protein is not a fixed, rigid structure. The mol-
ecule is in dynamic motion, and the structure samples an
array of three-dimensional space. During this motion, non-
covalent intramolecular bonds can break, reform, and break
again, but the overall shape remains centered around an en-
ergy minimum that represents the most likely (and pharma-
cologically active) conformer of the molecule. Any major
change in the conformation can abolish the activity of the
protein. Small drug molecules do not demonstrate this prob-
lem. A globular protein normally folds so that the hydropho-
bic groups are directed to the inside and the hydrophilic
groups are directed to the outside. This arrangement facili-
tates the water solubility of the protein. If the normal protein
unfolds, it can refold to yield changes in hydrogen bonding,
charge, and hydrophobic effects. The protein loses its glob-
ular structure, and the hydrophobic groups can be reposi-
tioned to the outside. The unfolded protein can subsequently
undergo further physical interactions. The loss of the globu-
lar structure of a protein is referred to as denaturation.

Denaturation is, by far, the most widely studied aspect of
protein instability. In the process, the three-dimensional fold-
ing of the native molecule is disrupted at the tertiary and, pos-
sibly, the secondary structure level. When a protein denatures,
physical structure rather than chemical composition changes.
The normally globular protein unfolds, exposing hydrophobic
residues and abolishing the native three-dimensional struc-
ture. Factors that affect the denaturation of proteins are
temperature, pH, ionic strength of the medium, inclusion of
organic solutes (urea, guanidine salts, acetamide, and for-
mamide), and the presence of organic solvents such as
alcohols or acetone. Denaturation can be reversible or irre-
versible. If the denatured protein can regain its native form
when the denaturant is removed by dialysis, reversible denat-
uration will occur. Denatured proteins are generally insoluble
in water, lack biological activity, and become susceptible to
enzymatic hydrolysis. The air—water interface presents a hy-
drophobic surface that can facilitate protein denaturation.
Interfaces like these are commonly encountered in drug deliv-
ery devices and intravenous (IV) bags.

Surface adsorption of proteins is characterized by adhesion
of the protein to surfaces, such as the walls of the containers
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of the dosage form and drug delivery devices, ampuls, and
IV tubing. Proteins can adhere to glass, plastics, rubber, poly-
ethylene, and polyvinylchloride. This phenomenon is referred
to as flocculation. The internal surfaces of IV delivery pumps
and IV delivery bags pose particular problems of this kind.
Flocculated proteins cannot be dosed properly.

Aggregation results when protein molecules, in aqueous
solution, self-associate to form dimers, trimers, tetramers,
hexamers, and large macromolecular aggregates. Self-
association depends on the pH of the medium as well as sol-
vent composition, ionic strength, and dielectric properties.
Moderate amounts of denaturants (below the concentration
that would cause denaturation) may also cause protein aggre-
gation. Partially unfolded intermediates have a tendency to
aggregate. Concentrated protein solutions, such as an im-
munoglobulin for injection, may aggregate with storage time
on the shelf. The presence of particulates in the preparation is
the pharmacist’s clue that the antibody solution is defective.

Precipitation usually occurs along with denaturation.
Detailed investigations have been conducted with insulin,
which forms a finely divided precipitate on the walls of an
infusion device or its dosage form container. It is believed
that insulin undergoes denaturation at the air—water inter-
face, facilitating the precipitation process. The concentra-
tion of zinc ion, pH, and the presence of adjuvants such as
protamine also affect the precipitation reaction of insulin.

Immunogenicity of Biotechnologically
Produced Drugs®’-28

Proteins, by their very nature, are antigens. A human protein,
innocuous at its typical physiological concentration, may ex-
hibit completely different immunogenic properties when ad-
ministered in the higher concentration that would be used as
a drug. Unless a biotechnology-derived protein is engineered
to be 100% complementary to the human form, it will differ
among several major epitopes. The protein may have modifi-
cations of its amino acid sequence (substitutions of one amino
acid for another). There may be additions or deletions of
amino acids, N-terminal methionyl groups, incorrect or ab-
normal folding patterns, or oxidation of a sulfur-containing
side chain of a methionine or a cysteine. Additionally, when
a protein has been produced by using a bacterial vector, a fi-
nite amount of immunoreactive material may pass into the
final product. All of these listed items contribute to the anti-
genicity of a biotechnologically produced protein. When it is
administered to a human patient, the host’s immune system
will react to the protein just as it would to a microbial attack
and neutralize it. This is why research has been undertaken to
create 100% human protein drugs, such as insulin, which pa-
tients will need to take for a long time. In addition, some of
the most promising biotechnology products, the MAbs, are
produced in mice by use of humanized genes to avoid human
reaction to the mouse antibody.

{ DELIVERY AND PHARMACOKINETICS
OF BIOTECHNOLOGY PRODUCTS?®?

As with any drug class, the medicinal chemist and pharma-
cist must be concerned with the absorption, distribution, me-
tabolism, and excretion (ADME) parameters of protein
drugs. Biotechnology-produced drugs add complexities that

are not encountered with “traditional” low-molecular-
weight drug molecules. ADME parameters are necessary to
compute pharmacokinetic and pharmacodynamic parame-
ters for a given protein. As for any drug, these parameters
are essential in calculating the optimum dose for a given re-
sponse, determining how often to administer the drug to ob-
tain a steady state, and adjusting the dose to obtain the best
possible residence time at the receptor (pharmacodynamic
parameters).

Delivery of drugs with the molecular weights and prop-
erties of proteins into the human body is a complex task.
The oral route cannot be used with a protein because the
acidity of the stomach will catalyze its hydrolysis unless the
drug is enteric coated. Peptide bonds are chemically labile,
and proteolytic enzymes that are present throughout the
body can attack and destroy protein drugs. Hydrolysis and
peptidase decomposition also occur during membrane trans-
port through the vascular endothelium, at the site of admin-
istration, and at sites of reaction in the liver, blood, kidneys,
and most tissues and fluids of the body. It is possible to cir-
cumvent these enzymes by saturating them with high con-
centrations of drug or by coadministering peptidase in-
hibitors. Oxidative metabolism of aromatic rings and sulfur
oxidation can also occur. Proteins typically decompose into
small fragments that are readily hydrolyzed, and the individ-
ual amino acids are assimilated into new peptides. A poten-
tially serious hindrance to a pharmacokinetic profile is the
tendency of proteins administered as drugs to bind to plasma
proteins, such as serum albumin. If this happens, they enter
a new biodistribution compartment from which they may
slowly exit. Presently, the routes of administration that are
available for protein drugs are largely subcutaneous (SC)
and intramuscular (IM). Much ongoing research is targeted
at making peptide drugs more bioavailable. An example of
this is conjugation of interleukin-2 (IL-2) with PEG. These
so-called pegylated proteins tend to have a slower elimina-
tion clearance and a longer #;,, than IL-2 alone. Another
strategy being used is the installation of a prosthetic sugar
moiety onto the peptide. The sugar moiety will adjust the
partition coefficient of the drug, probably making it more
water soluble.

€© RECOMBINANT DRUG PRODUCTS

Hormones
HUMAN INSULIN, RECOMBINANT'00-102

Human insulin was the first pharmacologically active biolog-
ical macromolecule to be produced through genetic engineer-
ing. The FDA approved the drug in 1982 for the treatment of
type 1 (insulin-dependent) diabetes (see Chapter 27). The in-
sulin protein is a two-chain polypeptide containing 51 amino
acid residues. Chain A is composed of 21 amino acids, and
chain B contains 30. The human insulin molecule has three
disulfide linkages, CysA; to CysB;, CysA,y to CysBo, and
an intrachain linkage, CysAg to CysA ;. Insulin is secreted by
the B-cells of the pancreatic islets of Langerhans, initially as
a single peptide chain called proinsulin. Enzymatic cleavage
of the propeptide releases the insulin.

Historically, insulin was isolated from bovine or porcine
sources. Using these agents was not without difficulty. Both
porcine and bovine insulin differ in amino acid sequence,



with Ala replacing Thr at the C-terminus of the human
B chain (B3p). Bovine insulin also differs in sequence from
human insulin, with Ala substituting for Thr at Ag and Val
substituting for isoleucine at A;,. These differences, small
though they may seem, result in immunological reactions in
some patients. Adjustments to the formulation of bovine and
porcine insulin led to products that differed in time of onset,
time to peak reduction in glucose, and duration of action.
These parameters were varied by addition of protamine and
zinc (which yielded a particulate insulin with a longer dura-
tion of action), and adjustment of the pH to neutrality, which
stabilized the preparation. Insulins were characterized as
regular (short-duration Iletin, 4—12 hours), semilente (ultra-
short duration), lente (intermediate [1-3 hours to peak,
24 hours duration]), and ultralente (extended duration). An
additional form of insulin was NPH (neutral protamine
Hagedorn), which had an intermediate time of onset and
time to peak (1-3 hours) and a long duration of action
(16-24 hours).

Producing a recombinant insulin that is chemically and
physically indistinguishable from the human pancreatic hor-
mone was a major accomplishment. The problem with im-
munoreactivity has been eliminated, the pyrogen content of
the rDNA product is nil, the insulin is not contaminated with
other peptides, and the hormone can be biosynthesized in
larger quantities. Human insulin (rDNA) is available as
Humulin, Novolin, and several analogs that differ in their
pharmacokinetic profiles. Humulin is produced by using re-
combinant E. coli; Novolin is prepared by using recombi-
nant S. cerevisiae, a yeast. There have been modifications in
the production procedure since the initial successful biosyn-
thesis. Prior to 1986, Humulin was produced by creating
two different vectors, one for the A chain and one for the B
chain, and inserting them into E. coli. The A chain and the
B chain would be secreted into the medium, and the two
were joined chemically to form rDNA insulin. Today, the
entire proinsulin gene is used to create a recombinant organ-
ism, and the connecting peptide in proinsulin is cleaved by
two enzymes (an endopeptidase and a carboxypeptidase B),
yielding insulin (for details see Chapter 27).

Insulin rDNA is available in several'® forms. Insulin
lispro (Humalog) has a more rapid (15-30 minutes) onset
and a shorter duration (3—6.5 hours) of action than regular
human insulin (onset 30—60 minutes, duration 610 hours).
It is effective when administered 15 minutes before a meal,
unlike regular insulin, which must be injected 30 minutes
before a meal. In lispro, the B-chain amino acids B,gPro
and B,oLys are exchanged. Insulin aspart (NovoLog), onset
15 to 30 minutes, duration 3 to 6.5 hours, with a single
amino acid substitution of Asp for Pro at Byg, is effective
when administered 5 to 10 minutes before a meal. The
ultra—long-acting agent insulin glargine has the Asp at Ay,
replaced by Gly and has two Arg residues added at the
C-terminus of the B chain. Insulin glargine, administered
subcutaneously, has a duration of action of 24 to 48 hours.
The alteration in basicity of this agent causes it to precipi-
tate at neutral pH, creating a depot effect.

Insulin rDNA has been very successful. The only prob-
lem has arisen in patients who have been using porcine or
bovine insulin for a long time. Some patients who are
switched to rDNA human insulin report difficulty in “feel-
ing their glucose level,” and these patients require extra
counseling in the use of the recombinant hormone.
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GLUCAGON'4

The hormone glucagon (GlucaGen) is biosynthesized in the
pancreas as a high-molecular-weight protein from which
the active macromolecule is released by proteolytic cleav-
age. Glucagon is a single chain of 29 amino acids and gen-
erally opposes the actions of insulin. Bovine and porcine
glucagons, which possess structures identical with human
glucagon, have been in use for years. The rDNA form has
been approved by the FDA for use in severe hypoglycemia
and as a radiological diagnostic aid. Glucagon relaxes
smooth muscles in the gastrointestinal (GI) tract, decreasing
GI motility and improving the quality of radiological exam-
inations. In the treatment of severe hypoglycemia in insulin-
dependent diabetics, GlucaGen causes the liver to convert
glycogen to glucose. Left untreated, severe hypoglycemia
(low-blood-sugar reactions) can cause prolonged loss of
consciousness and may be fatal. The rDNA drug has the
benefit that there is no chance of acquiring bovine spongi-
form encephalopathy from glucagon therapy. This condi-
tion, also known as mad cow disease, is caused by a prion
that was suspected to infect animal pancreas tissue.

HUMAN GROWTH HORMONE,
RECOMBINANT'05:106

hGH is a protein that is essential for normal growth and de-
velopment in humans. hGH affects many aspects of human
development and metabolism including longitudinal
growth, regulation (increase) of protein synthesis and lipol-
ysis, and regulation (decrease) of glucose metabolism. hGH
has been used as a drug since the 1950s, and it has been ex-
tremely successful in the treatment of classic growth hor-
mone deficiency, chronic renal insufficiency, Turner syn-
drome, failure to lactate in women, and Prader-Willi
syndrome. In its long history, the hormone has been remark-
ably successful and free of side effects.

The primary form of hGH in the circulation is a 22-kDa,
nonglycosylated protein produced in the anterior pituitary
and composed of 191 amino acid residues linked by disulfide
bridges in two peptide loops. The structure of hGH is glob-
ular, with four antiparallel a-helical regions. Endogenous
hGH is composed of about 85% of the 22-kDa monomer, 5%
to 10% of a 20-kDa monomer, and 5% of a mixture of disul-
fide-linked dimers, oligomers, and other modified forms.
From the late 1950s, hGH was isolated from pituitary ex-
tracts of cadavers. A prion associated with the preparation
was suspected to cause Creutzfeldt-Jakob disease, a fatal de-
generative neurological disorder.

The first use of rhGH was reported in 1982. thGH prepa-
rations were first produced in E. coli. These preparations
contained a terminal methionine and 192 amino acids.
Natural sequence rthGH has since been produced in mam-
malian (mouse) cell culture.

Somatrem, the first recombinant preparation, introduced
in 1985, contains the natural 191-amino acid primary se-
quence plus one methionyl residue on the N-terminal end.
The somatropin products all contain the 191-amino acid
sequence and are identical with the hGH produced by the
pituitary gland. The three-dimensional crystal structure
shows that the protein is oblate, with most of its nonpolar
amino acid side chains projecting toward the interior of the
molecule. This thGH is pharmacologically identical with
natural hGH.
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Most current formulations of rhGH are supplied in
lyophilized form and must be reconstituted prior to injec-
tion. Typically, 5 to 10 mg of protein are supplied in a pow-
dered glycine and/or mannitol phosphate buffer. The prepa-
ration is reconstituted with sterile water for injection, and
the stability of the product is quite good. If stored at 2°C to
8°C, rhGH will remain stable for 2 years.

rhGH undergoes rapid, predictable metabolism in vivo in
the kidney and the liver. Chemically, the metabolites are
those expected for any peptide: deamidation of Asn and Gln
and oxidation of Met, Trp, His, and Tyr.

FOLLICLE-STIMULATING HORMONE°7:1%8

The gonadotropin follicle-stimulating hormones (FSH),
follitropin alfa (Gonal-F) and follitropin beta (Follistim),
are produced in the anterior lobe of the pituitary gland.
FSH can function in two ways. On the one hand, it causes
increased spermatogenesis in men. On the other hand, in
concert with estrogen and luteinizing hormone (LH), it
stimulates follicular growth and development in women.
Consequently, FSH may be useful in the treatment of
infertility.

FSH is a member of a superfamily of proteins, all struc-
turally related, which includes LH, chorionic gonadotropin,
and thyroid-stimulating hormone (TSH). It is a heterodimer,
the a subunit contains 92 amino acids, and the 8 subunit con-
tains 111 amino acids. The protein is rather heavily glycosy-
lated and has a molecular mass of approximately 35 kDa.
The traditional source for isolation of FSH was post-
menopausal urine, which provided a preparation that was
less than 5% pure and was significantly contaminated by LH.
The recombinant human FSH (rhFSH) is produced in a
mammalian cell line, the CHO.

Follitropin « and follitropin 8 are the same protein, but
they differ with respect to the way they are formulated. Both
preparations are lyophilized. The « form is formulated with
sucrose (as a bulk modifying agent and a lyoprotectant) and
the components of phosphate buffer. The 8 form contains
sucrose, with sodium citrate as a stabilizer and polysorbate
20 as a lyoprotectant and a dispersant. The products are

reconstituted immediately before administration. The shelf
life of both preparations is 2 years when they are stored in
the supplied containers at less than 30°C (not frozen) and
protected from light.

THYROTROPIN ALPHA'0%.110

Human TSH, thyrotropin alpha (Thyrogen), is a het-
erodimeric protein of molecular mass ~28,000 to 30,000 Da.
The o subunit is composed of 92 amino acids, and the 8 sub-
unit, 112. The specificity of the protein is controlled by the
B3 subunit. TSH binds to TSH receptors on normal thyroid
epithelial cells or on well-differentiated cancerous thyroid
tissue to stimulate iodine uptake into the gland, organification
of iodine, and secretion of thyroglobulin, T3, and T4. The drug
is used as a tool for radioiodine imaging in the diagnosis of
thyroid cancer.

Cytokines
HEMATOPOIETIC GROWTH FACTORS

Among all of the events taking place in the immune system,
the bone marrow, and the bloodstream, the process of
hematopoiesis is probably the most complicated. All of the
cells in the blood and the immune system can trace their lin-
eage back to a common, parental hematopoietic stem cell in
the bone marrow. This cell is referred to as pluripotent be-
cause under the proper stimulation, it can differentiate into
any other cell. The processes of maturation, proliferation,
and differentiation are under the strict control of several cy-
tokines (Table 4.5) that regulate a host of cellular events.
Two distinct blood cell lineages exist: the lymphoid lineage
that gives rise to B and T lymphocytes, and the myeloid lin-
eage that produces granulocytes (macrophages, neutrophils,
eosinophils, basophils, and mast cells), as well as platelets
and erythrocytes. As many as 20 of the hematopoiesis-asso-
ciated cytokines have been cloned and expressed. Some of
these are listed in Table 4.5.

The cascade is shown in Figure 4.12. A further feature of
the pluripotent stem cell deserves mention. Each stem cell
divides into two daughter cells, one an active hematopoietic

TABLE 4.5 Examples of Important Cytokines

Cytokine Biological Function

Interleukin-1 Maturation and proliferation of B cells; activation of NK cells, inflammation, fever

Interleukin-2 Stimulates growth and differentiation of T-cell response; used to treat cancer or
transplant patients

Interleukin-3 Differentiation and proliferation of myeloid stem cells

Interleukin-4 Switches B cells from IgG to IgE

Interleukin-5 Activates eosinophils

Interleukins 6 and 7 Controls differentiation of T lymphocytes

Interleukin-8 Neutrophil chemotaxis

Interleukin-9 Potentiates IgM, 1gG, and IgE; stimulates mast cells

Interleukin-10

Interleukin-11

Interleukin-12

Interleukin-18

Erythropoietin

Granulocyte-macrophage
colony-stimulating factor

Granulocyte colony-stimulating factor

Macrophage colony-stimulating factor

Stem cell factor

Inhibits Th1 cytokine production IFN-y, TNFg, IL-2
Acute-phase protein production

Controls the ratio of Ty1-Ty2

Induces production of IFN-y, increases NK cell activity
Stimulates red cell production

Acts with IL-3 to control myeloid branch

Neutrophil production
Macrophage production
Controls activity through myeloid branch
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Figure 4.12 ® Cytokine-mediated cascade leading to different blood cell types. (EPO,
erythropoietin; G-CSF, granulocyte colony-stimulating factor; GM-CSF,
granulocyte-macrophage colony-stimulating factor; IL-X, interleukins; M-CSF,
macrophage colony-stimulating factor; SCF, stem cell factor; TPO, thrombopoietin.)

progenitor and one quiescent. The active precursor matures
to give hematopoietic progenitors and then circulating blood
cells. The quiescent stem cells rejoin the stem cell pool.
Hence, the number of parental cells is always the same. This
process is termed self-renewal.

PRODUCTS

Erythropoietin Alfa’"’-1"3

Erythropoietin alfa, recombinant Epoetin Alfa, Epogen,
Procrit, is a glycoprotein that stimulates red blood cell
production. It is produced in the kidney, and it activates the
proliferation and differentiation of specially committed ery-
throid progenitors in the bone marrow. Epoetin alfa (Epogen)
is a 165-amino acid glycoprotein that is manufactured in
mammalian cells by rDNA technology. The protein is heav-

ily glycosylated and has a molecular mass of approximately
30,400 Da. Erythropoietin is composed of four antiparallel
a-helices. The rDNA protein has the same amino acid se-
quence as natural erythropoietin.

Epoetin is indicated to treat anemia of chronic renal fail-
ure patients, anemia in zidovudine-treated HIV-infected
patients, and in cancer patients taking chemotherapy. The
results in these cases have been dramatic; most patients re-
spond with a clinically significant increase in hematocrit.

Filgrastim™4115

Filgrastim, G-CSF, Neupogen, stimulates the proliferation of
granulocytes (especially neutrophils) by mobilizing
hematopoietic stem cells in the bone marrow. Endogenous
G-CSF is a glycoprotein produced by monocytes, fibro-
blasts, and endothelial cells. G-CSF is a protein of 174 amino
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acids, with a molecular mass of approximately 18,800 Da.
The native protein is glycosylated.

Filgrastim selectively stimulates proliferation and differ-
entiation of neutrophil precursors in the bone marrow. This
leads to the release of mature neutrophils into the circulation
from the bone marrow. Filgrastim also affects mature neu-
trophils by enhancing phagocytic activity, priming the cel-
lular metabolic pathways associated with the respiratory
burst, enhancing antibody-dependent killing, and increasing
the expression of some functions associated with cell sur-
face antigens.

In patients receiving chemotherapy with drugs such as
cyclophosphamide, doxorubicin, and etoposide, the inci-
dence of neutropenia accompanied by fever is rather high.
Administration of G-CSF reduces the time of neutrophil
recovery and duration of fever in adults with acute mye-
logenous leukemia. The number of infections, days that
antibiotics are required, and duration of hospitalization are
also reduced.

Filgrastim'!® is identical with G-CSF in its amino acid
sequence, except that it contains an N-terminal methionine
that is necessary for expression of the vector in E. coli. The
protein is not glycosylated. Filgrastim is supplied in a 0.01
M sodium acetate buffer containing 5% sorbitol and 0.004%
polysorbate 80. It should be stored at 2°C to 8°C without
freezing. Under these conditions, the shelf life is 24 months.
Avoid shaking when reconstituting; although the foaming
will not harm the product, it may alter the amount of drug
that is drawn into a syringe.

Sargramostim77:118

Sargramostim, granulocyte—macrophage colony-stimulating
factor (GM-CSF), Leukine, is a glycoprotein of 127 amino
acids, consisting of three molecular subunits of 19,500,
16,800, and 15,500 Da. The endogenous form of GM-CSF
is produced by T lymphocytes, endothelial fibroblasts, and
macrophages. Recombinant GM-CSF, produced in S. cere-
visiae, differs from native human GM-CSF only by substi-
tution of a leucine for an arginine at position 23. This sub-
stitution facilitates expression of the gene in the yeast. The
site of glycosylation in the recombinant molecule may pos-
sibly differ from that of the native protein.

Sargramostim binds to specific receptors on target cells
and induces proliferation, activation, and maturation.
Administration to patients causes a dose-related increase in
the peripheral white blood cell count. Unlike G-CSF, GM-
CSF is a multilineage hematopoietic growth factor that in-
duces partially committed progenitor cells to proliferate and
differentiate along the granulocyte and the macrophage path-
ways. It also enhances the function of mature granulocytes
and macrophages/monocytes. GM-CSF increases the chemo-
tactic, antifungal, and antiparasitic activities of granulocytes
and monocytes. It also increases the cytotoxicity of mono-
cytes toward neoplastic cell lines and activates polymor-
phonuclear leukocytes to inhibit the growth of tumor cells.

Sargramostim is used to reconstitute the myeloid tissue
after autologous bone marrow transplant and following
chemotherapy in acute myelogenous leukemia. The prepara-
tion decreases the incidence of infection, decreases the num-
ber of days that antibiotics are required, and decreases the
duration of hospital stays.

Sargramostim is supplied as a solution or powder (for so-
lution). Both forms should be stored at 2°C to 8°C without

freezing. The liquid and powder have expiration dates of 24
months. The reconstituted powder and the aqueous solution
should not be shaken.

Becaplermin™?®
Becaplermin, Regranex Gel, an endogenous polypeptide
that is released from cells that are involved in the healing
process, is a recombinant human platelet—derived growth
factor (thPDGF-BB). The “BB” signifies that becaplermin
is the homodimer of the B chain. Becaplermin is produced
by a recombinant strain of S. cerevisiae containing the gene
for the B chain of PDGF. The protein has a molecular mass
of approximately 25 kDa and is a homodimer composed of
two identical polypeptide chains that are linked by disulfide
bonds. It is a growth factor that activates cell proliferation,
differentiation, and function, and it is released from cells in-
volved in the healing process.

Becaplermin is formulated as a gel recommended for
topical use in the treatment of ulcerations of the skin sec-
ondary to diabetes.

Interferons

The interferons are a family of small proteins or glycopro-
teins of molecular masses ranging from 15,000 to 25,000
Da and 145 to 166 amino acids long. Eukaryotic cells se-
crete interferons in response to viral infection. Their mech-
anism of action is bimodal. The immediate effect is the re-
cruitment of natural killer (NK) cells to kill the host cell
harboring the virus (Fig. 4.13). Interferons then induce a
state of viral resistance in cells in the immediate vicinity,
preventing spread of the virus. Additionally, interferons in-
duce a cascade of antiviral proteins from the target cell, one
of which is 2',5'-oligoadenylate synthetase. This enzyme
catalyzes the conversion of ATP into 2',5'-oligoadenylate,
which activates ribonuclease R, hydrolyzing viral RNA.
Interferons can be defined as cytokines that mediate antivi-
ral, antiproliferative, and immunomodulatory activities.
Three classes of interferon (IFN) have been character-
ized: « (alpha), B (beta), and y (gamma) (see Table 4.6).
a-Interferons are glycoproteins derived from human leuko-
cytes. B-Interferons are glycoproteins derived from fibro-
blasts and macrophages. They share a receptor with «a-
interferons. y-Interferons are glycoproteins derived from
human T lymphocytes and NK cells. These interferons are
acid labile and used to be called “type 2 interferon.” The re-
ceptor for IFN-v is smaller than that for IFN-« and IFN-8,
90 to 95 kDa versus 95 to 110 kDa, respectively. The three
classes are not homogeneous, and each may contain several
different molecular species. For example, at least 18 genet-
ically and molecularly distinct human a-interferons have

. Virus

Interferon

Killing
—>
+—
Interferon

Natural Killer Infected Host Neighboring
Cell Cell Cell

Figure 4.13 @ Antiviral mechanism of action of the
interferons.



TABLE 4.6 Interferons Used Therapeutically

Interferon Endogenous Available

Type Source Drug Products

Alpha Leukocytes Interferon alfa-2a
Interferon alfa-2b
Interferon alfa-2c

Beta Fibroblasts, Beta-1a

macrophages Beta-1b
Gamma T Lymphocytes, Gamma-1b

natural killer cells

been identified, each differing in the amino acid substitu-
tion at positions 23 and 34. Interferons alfa-2a, alfa-2b, and
alfa-2c have been purified and are either in clinical use or
in development. A listing of commercially available «a-
interferons is given in Table 4.7.

As a class, the interferons possess some common side ef-
fects. These are flulike symptoms, headache, fever, muscle
aches, back pain, chills, nausea and vomiting, and diarrhea.
At the injection site, pain, edema, hemorrhage, and inflam-
mation are common. Dizziness is also commonly reported.

For the pharmacist, when predicting drug interactions
with the interferons, cytochrome P450 metabolism should
always be a key consideration. Most of the interferons in-
hibit cytochrome P450, causing drugs that are metabolized
by this route to reach higher-than-normal and, possibly,
toxic concentrations in the blood and tissues.

PRODUCTS: a-INTERFERONS

Interferon Alfa-2a (Recombinant)’?°

Interferon alfa-2a (recombinant), Roferon A, is expressed
in an E. coli system and purified by using high-affinity
mouse MAb chromatography. The protein consists of 165
amino acids with a molecular mass of approximately
19,000 Da and contains lysine at position 23 and histidine
at position 34.
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Interferon alfa-2a is used in the treatment of hairy cell
leukemia and AIDS-related Kaposi sarcoma in selected pa-
tients older than 18 years of age. It is also used to treat
chronic hepatitis C, and in patients with this disease, inter-
feron alfa-2a can normalize serum alanine aminotransferase
(ALT) levels, improve liver histology, and decrease viral
load. The drug has a direct antiproliferative activity against
tumor cells. Modulation of the host immune response proba-
bly plays a role in the antitumor activity of interferon alfa-2a.

The interferon is supplied as a solution or as a powder for
solution. The solution contains 0.72% NaCl. The powder
contains 0.9% NaCl, 0.17% human serum albumin, and
0.33% phenol. The interferon vials, if properly stored at 2°C
to 8°C without freezing, expire in 30 months. Prefilled sy-
ringes expire in 24 months. The solutions should not be
shaken because the albumin will cause frothing.

Pegylated Interferon Alfa-2a'?’

Pegylated interferon alfa-2a, Pegasys, is a covalent conjugate
of recombinant interferon alfa-2a (approximate molecular
mass, 20 kDa) with a singly branched bis-monomethoxy PEG
chain (approximate molecular mass, 40 kDa). The PEG moi-
ety is linked at a single site to the interferon alfa moiety by a
stable amide bond to lysine. Peginterferon alfa-2a has an
approximate molecular mass of 60 kDa. Pegasys provides
sustained therapeutic serum levels for up to a full week
(168 hours). The drug is approved for the treatment of adults
with chronic hepatitis C who have compensated liver disease
and who have not been previously treated with interferon alfa.
Efficacy has also been demonstrated in patients with compen-
sated cirrhosis.

Interferon Alfa-2b (Recombinant)’??

Interferon alfa-2b, Intron A, a water-soluble protein of
165 amino acids and an approximate molecular mass of
19,200 Da, is expressed from a recombinant strain of E. coli.
This interferon molecule possesses an arginine at position
23 and a histidine at position 34.

Interferon alfa-2b is a broad-spectrum agent. It is indicated
for hairy cell leukemia, condyloma acuminata (genital or

TABLE 4.7 Summary of the a-Interferons

Interferon Interferon Interferon Interferon Interferon
Alfa-2a Alfa-2b Alfa-n1 Alfa-n3 Alfacon-1
Trade name Roferon A Intron A Wellferon Alferon N Infergen
Dosage form  Solution, powder Solution, powder Solution Solution Solution
Solvent Sodium chloride, Buffered saline Buffered saline Buffered saline Phosphate-
excipients buffered saline
Indications Hairy cell leukemia, Hairy cell leukemia, Chronic hepatitis C ~ Condylomata Chronic hepatitis C
AIDS-related AlIDS-related acuminata
Kaposi sarcoma, Kaposi sarcoma,
chronic hepatitis C condylomata
acuminata, chronic
hepatitis B, chronic
hepatitis C
Routes? SC, IM, IV, infusion SC, IM, IV, infusion SCor IM Intralesional SC
or intralesional or intralesional
Source Escherichia coli Human Human leukocytes  E. coli
lymphoblastoid
cell line

2SC, subcutaneously; IM, intramuscularly; 1V, intravenously.
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venereal warts), AIDS-related Kaposi sarcoma, and chronic
hepatitis B and C infections.

Intron A can be administered by the SC, IM, or IV routes,
by infusion or by intralesional routes. The dose is 1 to 35 mil-
lion IU/day, depending on the application. The drug is sup-
plied as a solution or as a powder for solution, and both forms
contain albumin, glycine, and sodium phosphate buffer.
Hence, they should not be shaken. Vials of solution should be
stored at 2°C to 8°C without freezing. The powder is stable
for 18 months at room temperature or 7 days at 45°C.

Interferon Alfa-n1'23

Interferon alfa-nl, Wellferon, is a mixture of a-interferons
isolated from a human lymphoblastoid cell line after induc-
tion with mouse parainfluenza virus type 1 (Sendai strain).
Each of the subtypes of IFN-« in this product consists of
165 or 166 amino acids with an average molecular mass of
26,000 Da. The product is a mixture of each of the nine pre-
dominant subtypes of IFN-a.

Interferon alfa-nl is indicated to treat chronic hepatitis C
in patients 18 years of age or older who have no decompen-
sated liver disease. The exact mechanism of action for inter-
feron alfa-nl in the treatment of this disease has not been
elucidated.

This drug may be administered SC or IM, with a usual
dose of 3 million IU 3 times per week. Interferon alfa-nl is
supplied as a solution containing tromethamine and buffered
saline with human albumin as a stabilizer. Hence, the solution
should not be shaken. The solution should be stored at 2°C to
8°C without freezing, and should be discarded if freezing
occurs. Properly stored solution expires in 24 months.

Interferon Alfa-n3"%

Interferon alfa-n3, Alferon N, is an a-interferon expressed
from human leukocytes that are antigen-stimulated with
avian Sendai virus. The Sendai virus is propagated in
chicken eggs. The protein consists of at least 14 molecular
subtypes. The average chain length is 166 amino acids, and
the molecular mass range is 16,000 to 27,000 Da. The poly-
disperse interferon alfa-n3 is extremely pure, because it is
processed by affinity chromatography over a bed of mouse
MABDs specifically raised for the protein.

Interferon alfa-n3 is indicated for intralesional treatment of
refractory or recurrent condyloma acuminata (genital warts)
in patients 18 years of age or older. These warts are associated
with human papillomavirus (HPV). Interferon alfa-n3 is espe-
cially useful in patients who have not responded well to other
modalities (podophyllin resin, surgery, laser, or cryotherapy).
Interferon alfa-n3 is also being investigated for the treatment
of non-Hodgkin lymphoma, herpes simplex virus, rhinovirus,
vaccinia, and varicella zoster. A usual dose in condyloma
acuminata is 250,000 IU/wart, injected with a 30-gauge nee-
dle around the base of the lesion.

Interferon alfa-n3 is contraindicated in persons sensitive to
mouse immunoglobulin G (IgG), egg protein, and neomycin.

Interferon alfa-n3 is supplied as a solution with the pro-
tein in phosphate-buffered saline with phenol as a preserva-
tive. The solution should be stored at 2°C to 8°C without
freezing. Properly stored solution expires at 18 months.

Interferon Alfacon-1 (Recombinant)

Interferon alfacon-1 (recombinant), Infergen,12 is a
“consensus” interferon that shares structural elements of
IFN-« and several subtypes. The range of activity is about

5

the same as the other alpha species, but the specific activ-
ity is greater.

The 166-amino acid sequence of alfacon-1 is synthetic. It
was developed by comparing several natural IFN-a sub-
types and assigning the most common amino acid to each
variable position. Additionally, four amino acid changes
were made to facilitate synthesis. The DNA sequence is also
constructed by chemical synthesis. Interferon alfacon-1 dif-
fers from interferon alfa-n2 at 20/166 amino acids, yielding
88% homology. The protein has a molecular mass of ap-
proximately 19,400 Da.

Interferon alfacon-1 is used in the treatment of chronic
hepatitis C virus (HCV) infection in patients 18 years of age
or older with compensated liver disease and who have anti-
HCYV serum antibodies or HCV RNA.

The drug is administered by the SC route in a dose of 9 ug
3 times per week. Interferon alfacon-1 is supplied as a solu-
tion in phosphate-buffered saline. It should be stored at 2°C
to 8°C without freezing. Avoid shaking the solution.

PRODUCTS: B-INTERFERONS

A listing of two commercially available IFN-Bs is given in
Table 4.8.

Interferon Beta-1a (Recombinant)’?¢
Interferon beta-1la (recombinant), Avonex, is a glycoprotein
with 166 amino acids. It has a molecular mass of approxi-
mately 22,000 Da. The site of glycosylation is at the as-
paragine residue at position 80. Interferon beta-1a possesses a
cysteine residue at position 17, as does the native molecule.
Natural IFN-$ and interferon beta-1a are glycosylated, with
each containing a single carbohydrate moiety. The overall
complex has 89% protein and 11% carbohydrate by weight.
Recombinant interferon beta-1a is expressed in CHO cells
containing the recombinant gene for human IFN-8 and is
equivalent to the human form secreted by fibroblasts.
Interferon beta-1a is indicated for the treatment of relaps-
ing forms of MS. Patients treated with interferon beta-la
demonstrate a slower progression to disability and a less no-
ticeable breakdown of the blood-brain barrier as observed in
gadolinium-enhanced magnetic resonance imaging (MRI).

TABLE 4.8 B-Interferons

Interferon Beta-1a

Interferon Beta-1b

(Avonex) (Betaseron)
Recombinant  CHO cells Escherichia coli
system
Type Asngo complex Not glycosylated
carbohydrate
Concentration 30 ug or 250 pg or 8 million
6 million 1U/mL 1U/mL
Supplied form  Powder for Powder for

Diluent
Storage
Dosage
Route

Notable side
effects

reconstitution
Sterile water-no
preservatives
2°C-8°C; do not
freeze
30 ng once a week

Intramuscular

Injection site
reactions, 3%;
Nno necrosis

reconstitution
NacCl 0.54% without
preservatives
2°C-8°C; do not
freeze
250 pg every other
day
Subcutaneous
Injection site
reactions, 85%;
necrosis, 5%




Although the exact mechanism of action of interferon
beta-1a in MS has not been elucidated, it is known that the
drug exerts its biological effects by binding to specific re-
ceptors on the surface of human cells. This binding initiates
a cascade of intracellular events that lead to the expression
of interferon-induced gene products. These include 2',5'-
oligoadenylate synthetase and B, microglobulin. These
products have been measured in the serum and in cellular
fractions of blood collected from patients treated with inter-
feron beta-1a. The functionally specific interferon-induced
proteins have not been defined for MS.

Adpverse effects include flulike syndrome at the start of
therapy that decreases in severity as treatment progresses.
Interferon beta-1a is a potential abortifacient and an in-
hibitor of cytochrome P450.

The dosage form is a powder for solution that is reconsti-
tuted in sterile water. Excipients are human albumin,
sodium chloride, and phosphate buffer. The solution can be
stored at 2°C to 8°C and should be discarded if it freezes.
The lyophilized powder expires in 15 months. After recon-
stitution, the solution should be used within 6 hours. The so-
Iution should not be shaken because of the albumin content.

Interferon Beta-1b (Recombinant)’?’?

Interferon beta-1b, Betaseron, is a protein that is expressed
in a recombinant E. coli. It is equivalent in type to the inter-
feron that is expressed by human fibroblasts. Interferon
beta-1b possesses 165 amino acids and has an approximate
molecular mass of 18.5 kDa. The native form has 166 amino
acids and weighs 23 kDa. Interferon beta-1b contains a ser-
ine residue at position 17 rather than the cysteine in native
IFN-S and does not contain the complex carbohydrate side
chains found in the natural molecule. In addition to its an-
tiviral activity, interferon beta-1b possesses immunomodu-
lating activity.

Interferon beta-1b is administered SC to decrease the fre-
quency of clinical exacerbation in ambulatory patients with
relapsing—remitting multiple sclerosis (RRMS). RRMS is
characterized by unpredictable attacks resulting in neurolog-
ical deficits, separated by variable periods of remission.

Although it is not possible to delineate the mechanisms
by which interferon beta-1b exerts its activity in MS, it is
known that the interferon binds to specific receptors on cell
surfaces and induces the expression of several interferon-
induced gene products, such as 2',5'-oligoadenylate syn-
thetase and protein kinase. Additionally, interferon beta-1b
blocks the synthesis of INF-vy, which is believed to be in-
volved in MS attacks.

Interferon beta-1b is supplied as powder for solution with
albumin and/or dextrose as excipients. It should be stored at
2°C to 8°C without freezing. After reconstitution, the solu-
tion can be stored in the refrigerator for 3 hours. The solu-
tion should not be shaken.

A major difference between interferon beta-1a and beta-
1b is that beta-1b causes more hemorrhage and necrosis at
the injection site than does interferon beta-1a.

PRODUCTS: y-INTERFERON

Interferon Gamma-1b (Recombinant)’?®

Interferon gamma-1b, Actimmune, is a recombinant protein
expressed in E. coli. IFN-vy is the cytokine that is secreted by
human T lymphocytes and NK cells. It is a single-chain gly-
coprotein composed of 140 amino acids. The crystal structure
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of the protein reveals several helical segments arranged to
approximate a toric shape.

Interferon gamma-1b is indicated for reducing the fre-
quency and severity of serious infections associated with
chronic granulomatous disease, an inherited disorder char-
acterized by deficient phagocyte oxidase activity. In this dis-
ease, macrophages try to respond to invading organisms but
lack the key oxidative enzymes to dispose of them. To com-
pensate, additional macrophages are recruited into the in-
fected region and form a granulomatous structure around the
site. [FN-v can stimulate the oxidative burst in macrophages
and may reverse the situation.

Interferon gamma-1b is supplied as a solution in sterile
water for injection. The solution must be stored at 2°C to
8°C, without freezing. The product cannot tolerate more
than 12 hours at room temperature.

© THE INTERLEUKINS

Aldesleukin™®

Aldesleukin, T-cell growth factor, thymocyte-stimulating
factor, Proleukin, is recombinant IL-2 expressed in an engi-
neered strain of E. coli containing an analog of the human
IL-2 gene. The recombinant product is a highly purified pro-
tein of 133 amino acids with an approximate molecular mass
of 15,300 Da. Unlike native IL-2, aldesleukin is not glyco-
sylated, has no N-terminal alanine, and has serine substituted
for Cys at site 125. Aldesleukin exists in solution as biolog-
ically active, noncovalently bound microaggregates with an
average size of 27 IL-2 molecules. This contrasts with tradi-
tional solution aggregates of proteins, which often form irre-
versibly bound structures that are biologically inactive.

Aldesleukin enhances lymphocyte mitogenesis and stimu-
lates long-term growth of human IL-2-dependent cell lines.
IL-2 also enhances the cytotoxicity of lymphocytes. Induction
of NK cell and lymphocyte-activated killer (LAK) cell activ-
ity occurs, as does induction of production. In mouse and
human tumor cell lines, aldesleukin activates cellular immu-
nity in patients with profound lymphocytosis, eosinophilia,
and thrombocytopenia. Aldesleukin also activates the pro-
duction of cytokines, including tumor necrosis factor (TNF),
IL-1, and IFN-v. In vivo experiments in mouse tumor models
have shown inhibition of tumor growth. The mechanism of
the antitumor effect of aldesleukin is unknown.

Aldesleukin is indicated for the treatment of metastatic
renal cell carcinoma in adults. It is also indicated for the
treatment of metastatic melanoma in adults. Research is
under way on the use of aldesleukin for the treatment of var-
ious cancers (including head and neck cancers), treatment of
acute myelogenous leukemia, and adjunct therapy in the
treatment of Kaposi sarcoma. Renal and hepatic function is
typically impaired during therapy with aldesleukin, so inter-
action with other drugs that undergo elimination by these or-
gans is possible.

Aldesleukin is supplied as a powder for solution. After re-
constitution, the solution should not be shaken. The prepara-
tion is solubilized with sodium dodecyl sulfate (SDS) in a
phosphate buffer. Aldesleukin should be stored as nonrecon-
stituted powder at 2°C to 8°C and never frozen. Reconstituted
vials can be frozen and thawed once in 7 days without loss of
activity. It expires over a period of 18 months.
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Denileukin Diftitox (Recombinant)™°

Denileukin diftitox, recombinant, Ontak, is an example of a
drug that acts like a Trojan horse. One part of the molecule is
involved in recognition and binds selectively with the dis-
eased cell, and a highly toxic second part of the molecule ef-
fects a kill. Denileukin diftitox is a fusion protein expressed
by a recombinant strain of E. coli. It is an rDNA-derived
cytotoxic protein composed of the amino acid sequences for
diphtheria toxin fragments A and B (Met,-Thrsg;)-His, fol-
lowed by the sequences for IL-2 (Ala;-Thr;33). The fusion
protein has a molecular mass of 58,000 Da. We can think of
this large protein as a molecule of diphtheria toxin in which
the receptor-binding domain has been replaced by IL-2
sequences, thereby changing its binding specificity. Cells that
express the high-affinity (e, 3, y) IL-2 receptor bind the pro-
tein tightly. The IL-2 component is used as a director to bring
the cytotoxic species in contact with tumor cells. The diphthe-
ria toxin inhibits cellular protein synthesis and the cells die.
Malignant cells in certain leukemias and lymphomas, in-
cluding cutaneous T-cell lymphoma, express the high-affinity
IL-2 receptor on their cell surfaces. It is these cells that
denileukin diftitox targets.

Denileukin diftitox is indicated for the treatment of persis-
tent or recurrent cutaneous T-cell lymphoma whose malig-
nant cells express the CD25 component of the IL-2 receptor.

Denileukin diftitox is supplied as a frozen solution in
water for injection. It should be stored at —10°C or colder.
It is suggested that the vials be thawed in a refrigerator at
2°C to 8°C for less than 24 hours or at room temperature for
1 to 2 hours. Prepared solutions should be used within
6 hours. The drug is administered by IV infusion from a bag
or through a syringe pump.

Oprelvekin (Recombinant)®3"132

Oprelvekin, Neumega, is recombinant human IL-11 that is
expressed in a recombinant strain of E. coli as a thioredoxin
and/or rhIL-11 fusion protein. The fusion protein is cleaved
and purified to obtain the rhIL-11 protein. The protein is
177 amino acids in length and has a mass of approximately
19,000 Da. Oprelvekin differs from the natural 178-amino
acid IL-11 by lacking an N-terminal proline. This alteration
has not resulted in differences in bioactivity either in vitro
or in vivo.

IL-11 is a thrombopoietic growth factor. It directly stim-
ulates the proliferation of hematopoietic stem cells as well
as megakaryocyte progenitor cells. This process induces
megakaryocyte maturation and increased production of
platelets. The primary hematopoietic activity of oprelvekin
is stimulation of megakaryocytopoiesis and thrombopoiesis.
Primary osteoblasts and mature osteoclasts express mRNAs
for both IL-11 and its receptor, IL-11R alpha. Hence, both
bone-forming and bone-resorbing cells are possible targets
for IL-11.

Oprelvekin is indicated for the prevention of severe
thrombocytopenia. It reduces the need for platelet transfu-
sions after myelosuppressive chemotherapy in patients with
nonmyeloid malignancies who are at high risk for severe
thrombocytopenia. Efficacy has been demonstrated in per-
sons who have experienced severe thrombocytopenia fol-
lowing a previous chemotherapy cycle.

Oprelvekin causes many adverse reactions. Among these
are edema, neutropenic fever, headache, nausea and/or

vomiting, dyspnea, and tachycardia. Patients must be moni-
tored closely.

Oprelvekin is supplied as a lyophilized powder for recon-
stitution. Excipients include glycine and phosphate buffer
components. The powder has a shelf life of 24 months. It
should be stored at 2°C to 8°C. If it is frozen, thaw it before
reconstitution.

Tumor Necrosis Factor
(Recombinant)'33-135

The TNFs (Etanercept, Enbrel) are members of a family of
cytokines that are produced primarily in the innate immune
system by activated mononuclear phagocytes. Along with
IL-1, TNF is typically the first cytokine to be produced upon
infection, and its reactions can be both positive and nega-
tive. On the one hand, TNF can cause cytotoxicity and in-
flammation, and on the other hand, it serves as a signal to
the adaptive immune response. The TNFs are all endoge-
nous pyrogens, and they cause chills, fever, and flulike
symptoms. There are two forms of TNF: TNF« (cachectin)
and TNFS (Iymphotoxin). Both bind to the same receptor
and cause similar effects.

Etanercept is a dimeric fusion protein consisting of the ex-
tracellular ligand-binding portion of the human 75-kDa (p75)
TNF receptor (TNFR) linked to the Fc portion of human iso-
type IgG;. The Fc component of etanercept contains the CH,
domain, the CH; domain, and the hinge region, but not the
CH, domain of IgG,. These regions are responsible for the
biological effects of immunoglobulins. Etanercept is pro-
duced in recombinant CHO cultures. It consists of a peptide
chain of 934 amino acids and has a molecular mass of ap-
proximately 150 kDa. It binds specifically to TNF and blocks
its interaction with cell surface TNFRs. Each etanercept
molecule binds specifically to two TNF molecules in the syn-
ovial fluid of rheumatoid arthritis patients. It is equally effi-
cacious at blocking TNFa and TNES. The drug is indicated
for reducing signs and symptoms and inhibiting the pro-
gression of structural damage in patients with moderately to
severely active rheumatoid arthritis. Etanercept is also indi-
cated for reducing signs and symptoms of moderately to
severely active polyarticular-course juvenile rheumatoid
arthritis in patients 4 years of age and older who have had an
inadequate response to one or more disease-modifying an-
tirheumatic drugs (DMARDS). Etanercept is also indicated
for reducing signs and symptoms of active arthritis in pa-
tients with psoriatic arthritis.

€© ENZYMES

Blood-Clotting Factors

The blood clotting system of the human body is typically in
a carefully balanced homeostatic state. If damage occurs to a
blood vessel wall, a clot will form to wall off the damage so
that the process of regeneration can begin. Normally this
process is highly localized to the damaged region, so that the
hemostatic response does not cause thrombi to migrate to
distant sites or persist longer than it is needed. Lysis of blood
clots occurs through the conversion of plasminogen to plas-
min, which causes fibrinolysis, converting insoluble fibrin to
soluble fibrinopeptides. The plasminogen—plasmin conver-
sion is catalyzed by several blood and tissue activators,



among them urokinase, kallikrein, plasminogen activators,
and some undefined inhibitors. More specifically, the con-
version of plasminogen to plasmin is catalyzed by two ex-
tremely specific serine proteases: a urokinase plasminogen
activator (UPA) and a tissue plasminogen activator (tPA).
This section focuses on tPA.

Human tPA is a serine protease that is synthesized in the
vascular endothelial cells. It is a single-chain peptide com-
posed of 527 amino acids and has a molecular mass of
approximately 64,000 Da. About 7% of the mass of the mole-
cule consists of carbohydrate. The molecule contains 35 Cys
residues. These are fully paired, giving the tPA molecule
17 disulfide bonds. There are four N-linked glycosylation sites
recognized by consensus sequences Asn-X-Ser/Thr at residues
117, 184, 218, and 448. It is suspected that Thre;, bears an O-
fucose residue. There are two forms of tPA that differ by the
presence or absence of a carbohydrate group at Asp;gq. Type 1
tPA is glycosylated at Asn;i7, Asn;gy, and Asngyg, Whereas
type II tPA lacks a glycosyl group at Asn;gs. Asny;g is typi-
cally unsubstituted in both forms. Asn;;; contains a high-
mannose oligosaccharide, whereas Asn substituents 184 and
448 are complex carbohydrate substituted. During the process
of fibrinolysis the single-chain protein is cleaved between
Argy7s and Iley7¢ by plasmin to yield two-chain tPA. Two-
chain tPA consists of a heavy chain (the A chain, derived from
the N-terminus) and a light chain (B chain), linked by a single
disulfide bond between Cys,gq and Cyszos. The A chain bears
some unique structural features: the finger region (residues
6-36), the growth factor region (approximate residues 44—80),
and two kringle domains. These domains are disulfide-closed
loops, mostly B sheet in structure. The finger and kringle 2 are
responsible for tPA binding to fibrin and for the activation of
plasminogen. The function of kringle 1 is not known. The B
chain contains the serine protease domain that contains the
His-Asp-Ser unit that cleaves plasminogen.

TISSUE PLASMINOGEN ACTIVATOR,
RECOMBINANT'36.137

Recombinant tPA (rtPA), alteplase (Activase), is identical
with endogenous tPA. rtPA lacks a glycosyl residue at
Asnjgys. At one time, 1tPA was produced in two-chain form
in CHO cultures. Now, large-scale cultures of recombinant
human melanoma cells in fermenters are used to produce a
product that is about 80% single-chain rtPA.

Alteplase is used to improve ventricular function follow-
ing an acute myocardial infarction, including reducing the in-
cidence of congestive heart failure and decreasing mortality.
The drug is also used to treat acute ischemic stroke after
computed tomography (CT) or other diagnostic imaging has
ruled out intracranial hemorrhage. rtPA is also used in cases
of acute pulmonary thromboembolism and is being investi-
gated for unstable angina pectoris.

Alteplase is supplied as powder for injection, and in re-
constituted form (normal saline or 5% dextrose in water) is
intended for IV infusion only. The solution expires in 8 hours
at room temperature and must be prepared just before use.

RETEPLASE

Reteplase (Retavase) is a deletion mutant variant of tPA
that is produced in recombinant E. coli. The deletions are
in domains responsible for half-life, fibrin affinity, and
thrombolytic potency. It consists of the kringle-2 domain
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TABLE 4.9 Comparison of the Pharmacokinetic
Parameters of Alteplase and Reteplase

Pharmacokinetic

Parameter Alteplase Reteplase
Effective t;» (minutes) 5 13-16
Volume of distribution (L) 8.1 6
Plasma clearance (mL/min) 360-620 250-450

and protease domain of tPA but lacks the kringle-1 domain
and the growth factor domain. It is considered a third-
generation thrombolytic agent and has a mechanism of ac-
tion similar to that of alteplase. Reteplase acts directly by
catalyzing the cleavage of plasminogen and initiating
thrombolysis. It has high thrombolytic potency. A compar-
ison of alteplase and reteplase is given in Table 4.9.

TENECTEPLASE"®’

Tenecteplase is a tPA produced by recombinant CHO cells.
The molecule is a 527-amino acid glycoprotein developed by
introducing the following modifications to the cDNA con-
struct: Thryo3 to Asp, Asp;17 to Gln, both within the kringle-1
domain, and a tetra-alanine substitution at amino acids 296 to
299 in the protease domain. The drug is a sterile, lyophilized
powder recommended for single IV bolus administration after
reconstitution with sterile water. Tenecteplase should be ad-
ministered immediately after reconstitution.

FACTOR VII|'38

Antihemophilic factor VIII (recombinant), Recombinate,
Kogenate, Bioclate, Helixate, is a plasma protein that func-
tions in the normal blood-clotting cascade by increasing the
Vmax for the activation of clotting factor X by factor IXa in
the presence of calcium ions and negatively charged phos-
pholipids. Factor VIII is used in the treatment of hemophilia
A. Hemophilia A is a congenital disorder characterized by
bleeding. The introduction of factor VIII as a drug has im-
proved the quality of life and the life expectancy of individ-
uals with this disorder. Unfortunately, it has been necessary
to rely on an unsure source (human plasma) for the factor.
Exposure of patients to alloantigens and viruses has been a
concern. Factor VIII derived from a recombinant source will
potentially eliminate many of these problems and provide an
essentially unlimited supply of the drug.

Factor VIII is biosynthesized as a single-chain polypep-
tide of 2,332 amino acids. The protein is very heavily glyco-
sylated. Shortly after biosynthesis, peptide cleavage occurs
and plasma factor VIII circulates as an 80-kDa light chain
associated with a series of heavy chains of approximately
210 kDa in a metal ion-stabilized complex. Factor VIII pos-
sesses 25 potential N-linked glycosylation sites and 22 Cys
residues. The 210-kDa heavy chain is further cleaved by
proteases to yield a series of proteins of molecular mass 90
to 188 kDa. The 90- to 188-kDa protein molecules form a
metal ion-stabilized complex with the light chain.

Recombinant factor VIII is produced in two recombinant
systems: in batch culture of transfected CHO cells or in con-
tinuous culture of BHK cells. There are four types of recombi-
nant factor VIII available. All four are produced by inserting a
cDNA construct encoding the entire peptide sequence into the
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CHO cell or BHK cell line. The CHO cell product contains a
Gala[1—3]Gal unit, whereas the BHK enzyme does not.
Recombinant factor VIII is polydisperse, containing multiple
peptide homologues including an 80-kDa protein and various
modifications of an approximately 90-kDa subunit protein.
The product contains no blood products and is free of mi-
crobes and pyrogens.

Recombinant factor VIII is indicated for the treatment of
classical hemophilia (hemophilia A) and for the prevention
and treatment of hemorrhagic episodes and perioperative
management of patients with hemophilia A. The drug is also
indicated for the treatment of hemophilia A in persons who
possess inhibitors to factor VIII.

Recombinant factor VIII is supplied in sterile, single-
dose vials. The product is stabilized with human albumin
and lyophilized. The product must be stored at 2°C to 8°C,
without freezing. In some instances, the powder may be
stored at room temperature for up to 3 months without loss
of biological activity. Shaking of the reconstituted product
should be avoided because of the presence of the albumin.
The drug must be administered by IV bolus or drip infusion
within 3 hours of reconstitution.

Because trace amounts of mouse or hamster protein may
copurify with recombinant factor VIII, one should be cautious
when administering the drug to individuals with known hy-
persensitivity to plasma-derived antihemophilic factor or with
hypersensitivity to biological preparations with trace amounts
of mouse or hamster proteins.

CLOTTING FACTOR IX (RECOMBINANT)39.140

When a person is deficient in clotting factor IX (Christmas
factor), hemophilia B results. Hemophilia B affects prima-
rily males and accounts for about 15% of all cases of hemo-
philia. Treatment involves replacement of factor IX so that
the blood will clot. Recombinant coagulation factor IX
(BeneFIX) is a highly purified protein produced in recombi-
nant CHO cells, free of blood products. The product is a gly-
coprotein of molecular mass approximately 55,000 Da. It
consists of 415 amino acids in a single chain. The primary
amino acid sequence of BeneFIX is identical with the Ala4g
allelic form of plasma-derived factor IX, and it has struc-
tural and functional characteristics similar to those of the en-
dogenous protein. The recombinant protein is purified by
chromatography, followed by membrane filtration. SDS-
polyacrylamide gel electrophoresis shows that the product
exists primarily as a single component.

Clotting factor IX, recombinant, is indicated for the con-
trol and prevention of hemorrhagic episodes in persons with
hemophilia B (Christmas disease), including the control and
prevention of bleeding in surgical procedures.

BeneFIX is supplied as a sterile lyophilized powder. It
should be stored at 2°C to 8°C. The product will tolerate
storage at room temperature not above 25°C for 6 months.
The drug becomes unstable, following reconstitution, and
must be used within 3 hours.

DROTRECOGIN ALFA'

About 750,000 people are diagnosed with sepsis in the United
States each year, and of these, an estimated 30% will die from
it, despite treatment with IV antibiotics and supportive care.
Patients with severe sepsis often experience failures of vari-
ous systems in the body, including the circulatory system, the

kidneys, and clotting. Drotrecogin alfa (activated), drotreco-
gin alfa (activated; Xigris), is a recombinant form of human
activated protein C. Activated protein C exerts an antithrom-
botic effect by inhibiting factors Va and VIIla. In vitro data
indicate that activated protein C has indirect profibrinolytic
activity through its ability to inhibit plasminogen activator in-
hibitor-1 (PAI-1) and to limit generation of activated throm-
bin-activatable fibrinolysis inhibitor. Additionally, in vitro
data indicate that activated protein C may exert an anti-
inflammatory effect by inhibiting TNF production by mono-
cytes, by blocking leukocyte adhesion to selectins, and by
limiting the thrombin-induced inflammatory responses within
the microvascular epithelium.

Vials of drotrecogin alfa should be stored at 2°C to 8°C
without freezing. The reconstituted solution is stable for
14 hours at 25°C.

Anticoagulant
LEPIRUDIN, RECOMBINANT"4?

Leeches (Hirudo medicinalis) have been used medicinally
for centuries to treat injuries in which blood engorges the
tissues. The logic behind this is solid: leeches produce an
agent known as hirudin that is a potent, specific thrombin
inhibitor. Leeches have been used to prevent thrombosis
in the microvasculature of reattached digits. Lepirudin
(Refludan) is an rDNA-derived protein produced in yeast. It
has a molecular mass of approximately 7,000 Da. Lepirudin
differs from the natural polypeptide, in that it has an N-
terminal leucine instead of isoleucine and is missing a sul-
fate function at Tyrg;.

Other Enzymes

RECOMBINANT HUMAN DEOXYRIBONUCLEASE |
(DNASE)'#3

DNAse is a human endonuclease, normally present in
saliva, urine, pancreatic secretions, and blood. The enzyme
catalyzes the hydrolysis of extracellular DNA into oligonu-
cleotides. Aerosolized recombinant human deoxyribonu-
clease I (rhDNAse), dornase alfa, Pulmozyme, has been
formulated into an inhalation agent for the treatment of pul-
monary disease in patients with CF.

Among the clinical manifestations of CF are obstruction
of the airways by viscous, dehydrated mucus. Pulmonary
function is diminished, and microbes can become entrapped
in the viscid matrix. A cycle of pulmonary obstruction and
infection leads to progressive lung destruction and eventual
death before the age of 30 for most CF patients. The im-
mune system responds by sending in neutrophils, and these
accumulate and eventually degenerate, releasing large
amounts of DNA. The high levels of extracellular DNA re-
leased and the mucous glycoproteins are responsible for the
degenerating lung function. The DNA-rich secretions also
bind to aminoglycoside antibiotics typically used to treat the
infections. In vitro studies showed that the viscosity of the
secretions could be reduced by application of DNAse 1.

Before DNAse was purified and sequenced from human
sources, a partial DNA sequence from bovine DNAse (263
amino acids) was used to create a library that could be used to
screen a human pancreatic DNA library. This facilitated the
development of the human recombinant protein. The endoge-
nous human and recombinant protein sequences are identical.



rhDNAse was cloned, sequenced, and expressed to ex-
amine the potential of DNAse I as a drug for use in CF. It
has been shown that cleavage of high—molecular-weight
DNA into smaller fragments by treatment with aerosolized
rhDNAse improves the clearance of mucus from the lungs
and reduces the exacerbations of respiratory symptoms re-
quiring parenteral antibiotics.

rhDNAse I is a monomeric glycoprotein consisting of
260 amino acids produced in CHO cell culture. The mole-
cule possesses four Cys residues and two sites that probably
contain N-linked glycosides. The molecular mass of the
molecule is about 29 kDa. DNAse I is an endonuclease that
cleaves double-stranded DNA (and to some extent, single-
stranded DNA) into 5'-phosphate-terminated polynu-
cleotides. Activity depends on the presence of calcium and
magnesium ions.

Pulmozyme is approved for use in the treatment of CF
patients, in conjunction with standard therapies, to reduce
the frequency of respiratory infections requiring parenteral
antibiotics and to improve pulmonary function. The dose is
delivered at a level of 2.5 mg daily with a nebulizer.
Pulmozyme is not a replacement for antibiotics, bron-
chodilators, and daily physical therapy.

CEREZYME

Type 1 Gaucher disease is a hereditary condition occurring
in about 1:40,000 individuals. It is characterized by a func-
tional deficiency in S-glucocerebrosidase enzyme activity
and the resulting accumulation of lipid glucocerebroside in
tissue macrophages, which become engorged and are
termed Gaucher cells. Gaucher cells typically accumulate in
the liver, spleen, and bone marrow and, occasionally, in
lung, kidney, and intestine. Secondary hematological seque-
lae include severe anemia and thrombocytopenia in addition
to characteristic progressive hepatosplenomegaly. Skeletal
complications are common and are frequently the most de-
bilitating and disabling feature of Gaucher disease. Possible
skeletal complications are osteonecrosis, osteopenia with
secondary pathological fractures, remodeling failure, os-
teosclerosis, and bone crises.

Cerezyme (Imiglucerase)'** is a recombinant, macrophage-
targeted variant of human -glucocerebrosidase, purified from
CHO cells. It catalyzes the hydrolysis of the glycolipid gluco-
cerebroside to glucose and ceramide following the normal
degradation pathway for membrane lipids.

Cerezyme is supplied as a lyophilized powder for recon-
stitution. The powder should be stored at 2°C to 8°C until
used. The reconstituted product for IV infusion is stable for
12 hours at room temperature.

© VACCINES

Vaccines and immunizing biologicals are covered thor-
oughly in Chapter 5 of this text, so no lengthy discussion is
given here. Vaccine production is a natural application of
rDNA technology, aimed at achieving highly pure and effi-
cacious products. Currently, there are four rDNA vaccines
approved for human use. A number of others are in clinical
trials for some rather exotic uses. It would appear that
biotechnological approaches to vaccines will bring about
some very useful drugs.
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RECOMBIVAX AND ENGERIX-B'#®

Recombivax and Engerix-B are interchangeable for immu-
nization against hepatitis B virus (HBV, serum hepatitis).
Both contain a 226-amino acid polypeptide composing
22-nm diameter particles that possess the antigenic epi-
topes of the HBV surface coat (S) protein. The products
from two manufacturers are expressed from recombinant
S. cerevisiae. It is recommended that patients receive
3 doses, with the second dose 1 month after the first and
the third dose 6 months after the first. The route and site
of injection are IM in deltoid muscle or, for infants and
young children, in the anterolateral thigh. The vaccines
achieve 94% to 98% immunogenicity among adults 20 to
39 years of age, 1 to 2 months after the third dose. Adults
older than 40 years of age reach 89% immunogenicity.
Infants, young children, and adolescents achieve 96% to
99% immunogenicity.

The vaccine is supplied as a suspension adsorbed to alu-
minum hydroxide. The shelf life is 36 months. The vaccine
should be stored at 2°C to 8°C and should be discarded if
frozen. Freezing destroys potency.

LYMErix'46

Lyme disease is caused by the spirochete Borrelia
burgdorferi. The microorganism is transmitted primarily
by ticks and is endemic in heavily wooded areas and
forests. The disease produces arthritis-like symptoms. A
vaccine against Lyme disease was created by developing
a recombinant E. coli that contains the gene for the bacte-
rial outer surface protein. This protein (OspA) is a single
polypeptide chain of 257 amino acids with covalently
bound lipids at the N-terminus. The vaccine is formulated
as a suspension with aluminum hydroxide as an adsorp-
tion adjuvant. In testing, subjects between 15 and 70 years
immunized with 3 doses of LYMErix at 0, 1, and 12
months demonstrated a 78% decrease in the likelihood of
infection.

LYMErix has a shelf life of 24 months. It should be
stored at 2°C to 8°C and must be discarded if frozen. If nec-
essary, the vaccine can tolerate 4 days at room temperature.

COMVAX

Comvax is a combination of Haemophilus influenzae type b
conjugate and hepatitis B (recombinant). It was recently
approved by the Advisory Committee on Immunization
Practices (ACIP). Each 0.5-mL dose contains 7.5 ug of
H. influenzae type b polyribosylribitol phosphate (PRP),
125 g of Neisseria meningitidis outer membrane protein
complex (OMPC), and 5 ug of hepatitis B surface antigen
(HBsAg) on an aluminum hydroxide adjuvant. The
Committee on Infectious Diseases, the American Academy
of Pediatrics, and the Advisory Academy of Family
Physicians recommend that all infants receive the vaccine.
Three doses should be administered at ages 2, 4, and 12 to
15 months. The vaccine should not be administered to in-
fants younger than 6 weeks because of potential suppression
of the immune response to PRP-OMPC with subsequent
doses of Comvax TM. The series should be completed by 12
to 15 months.
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TABLE 4.10 Vaccines Developed Using Biotechnology

Vaccine Type Use

MAGE-12: 170-178 Vaccine Breast, colorectal, lung cancers; melanoma; sarcoma
MART-1 melanoma vaccine Vaccine Metastatic melanoma

Mylovenge Vaccine Multiple myeloma

Myeloma-derived idiotypic Ag vaccine Vaccine Multiple myeloma

Melacine melanoma theraccine,
therapeutic vaccine

NBI-6024

Antigastrin therapeutic vaccine

Helivax Helicobacter pylori vaccine

Hepatitis E vaccine

StreptAvax

Therapeutic vaccine
Vaccine

Cellular vaccine
Vaccine

Hepatitis B vaccine Recombinant vaccine

Peptide therapeutic vaccine

Recombinant subunit vaccine

Stage IV malignant melanoma

Type 1 diabetes

Gastroesophageal reflux disease

H. pylori infection

Hepatitis E prophylaxis

Group A streptococci, including necrotizing fasciitis,
strep throat, and rheumatic fever

Hepatitis B prophylaxis

Vaccines in Development

Quite a number of biotechnology-generated vaccines are in
development (Table 4.10).

Some of them are in the category of “therapeutic vac-
cines.” These vaccines are designed to bind to cellular
receptors, endogenous molecules, and so on, producing spe-
cific pharmacological effects. For example, if a cell has a
particular receptor that binds a ligand to activate the cell,
binding an antibody raised by a specific vaccine to the re-
ceptor will prevent activation. If a tumor has a requirement
for such a receptor—ligand binding, using a vaccine to de-
velop antibody to the receptor or the ligand should prevent
or slow cellular proliferation.

© PREPARATION OF ANTIBODIES'47-149

Hybridoma (Monoclonal Antibody)
Techniques

In a humoral immune response, B-lymphocyte—derived
plasma cells produce antibodies with variations in chemical
structure. Biologically, these variations extend the utility of the
secreted antibody. These variations are caused by affinity mat-
uration, the tendency for the affinity of antibody for antigen to
increase with each challenge, and mutation at the time of so-
matic recombination. These phenomena produce antibodies
with slightly different specificities. Because the clones of anti-
body-producing cells provide more than one structural type of
antibody, they are called polyclonal antibodies. Another type
of antibody consists of highly homogeneous populations of
hybrid proteins produced by one clone of specially prepared B
lymphocytes. These antibodies, lacking structural variations,
are highly “focused” on their antigenic counterparts’ determi-
nants or epitopes, and are called monoclonal.

A problem with creating MAbs is that one cannot simply
prepare an antibody-producing B lymphocyte and propagate
it. Such cells live only briefly in the laboratory environment.
Instead, antibody-producing cells are fused with an immor-
tal (tumor) cell line to create hybridomas—Ilong-lived, anti-
body-secreting cells. The trick is to select the monoclonal
cells that produce the desired antibody. The hybridoma tech-
nique has opened the door to new therapeutic antibodies,
imaging agents, radiological diagnostic test kits, targeted ra-
dionuclide delivery agents, and home test Kits.

In the hybridoma method (Fig. 4.14), a mouse or other
small animal is sensitized with an antigen. When a high
enough titer of antibody against the selected antigen has
been attained, the animal is sacrificed and its spleen cells are
collected. The spleen cells contain a large number of B lym-
phocytes, and it is certain that some will be able to produce
antigen-specific antibodies. Because the spleen cells are
normal B lymphocytes, they have a very short lifetime in
cell cultures. Therefore, a method must be used to extend
their lifetime.

To produce MAbs, B cells are fused with immortal
myeloma cells in the presence of fusogens such as PEG.
This procedure produces genetically half-normal and half-
myeloma cells. Because the myeloma cells are immortal, the
longevity problem is solved. The selection process depends
on two different myeloma cell lines: one lacking the en-
zyme hypoxanthine-guanine phosphoribosyl transferase
(HGPRT), a key enzyme in the nucleotide salvage path-
ways, and the other lacking the Tk gene, a key gene in the
pyrimidine biosynthetic pathways. The spleen B cells are
HGPRT and Tk (+), whereas the myeloma cells are HGPRT
and Tk (—). This myeloma cell line cannot survive in a
medium containing aminopterin, a thymidylate synthetase
inhibitor, because it cannot synthesize pyrimidines. The
HGPRT (—) cell line cannot use the purine salvage path-
ways to make nucleotides, forcing it to use thymidylate
synthetase. With thymidylate synthetase inhibited, the cell
dies. After fusion, cells are maintained on a medium con-
taining hypoxanthine, aminopterin, and thymidine (HAT).
Only cells that are “correctly” fused between one spleen cell
(HGPRT [+]) and one myeloma cell (immortal), that is, a
hybridoma, can survive in HAT medium. Fused myeloma
cells (myeloma—myeloma) lack the correct genes and cannot
survive. Fused spleen cells (spleen—spleen) cannot grow in
culture. Thus, only the fused hybridoma (myeloma—spleen)
survives. Hypoxanthine and thymidine furnish precursors
for the growth of HGPRT (+) cells. Aminopterin suppresses
cells that failed to fuse. Hybridomas can be isolated in a 96-
well plate and transferred into larger cultures for prolifera-
tion. The culture medium will eventually contain a high
concentration of MAD against the original antigen. This an-
tibody can be purified to homogeneity.

MAbs, being proteins, tend to be highly immunogenic
in humans. This is especially true of the MAbs produced
in mouse culture. Humans begin to develop antibodies to
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Figure 4.14 ® General method for
the preparation of monoclonal anti-
bodies, using hybridomas and HAT

medium. (Ab, antibody; Ag, antigen.) Purification

mouse MADs after a single dose. This is natural. The human
host is mounting an antibody response to a foreign antigen.
The human antimouse antibody (known as HAMA) re-
sponse has tended to limit the use of monoclonals in human
therapy.

In developing a method for making MAbs useful in hu-
mans, it is necessary to remove the mouse immunogenic
characteristics from the MAb. The antigen-recognition re-
gion (Fab) of the MAb must retain its ability to bind to the
antigen, however. If this feature is altered, the antibody will
likely be useless. Within the light and heavy chains of the
Fab portions of antibody molecules are regions that are
called complementarity-determining regions or CDRs. Each
chain possesses three of these. One of the CDRs, CDR3, is
located at the juncture of the variable and common do-
mains. CDR3 is also referred to as the hypervariable region
because most of the variability of the antibody molecule
is concentrated there. These must be intact for specific
antigen—antibody binding. Immune responses against
murine MAb are directed against not only the variable re-
gions, but also the constant regions. Hence, to decrease the

10. Monoclonal
Abs from ascites
fluids

v

Purification

immunogenicity of an MAb one must create antibodies that
have been “humanized.” In MADb production, usually the Vi
and VL domains of a human antibody are replaced by the
corresponding regions from the mouse antibody, leaving the
specificity intact, but using human constant regions that
should not be immunogenic. Antibodies like these are called
chimeric, and they are less immunogenic and have a longer
half-life in human patients. Examples of chimeric MAbs are
abciximab, rituximab, infliximab, and basiliximab.
Methods are available for the development of MAbs with
95% to 100% human sequence. By using transgenic mice,
all of the essential human antibody genes can be expressed.

Monoclonal Antibody Drugs
RITUXIMAB'0.151

Rituximab (Rituxan, Chimeric) is an MAb directed against
the CD20 antigen expressed on the surfaces of normal and
malignant B lymphocytes. The MADb is produced in mam-
malian (CHO) suspension culture and is a chimeric
(murine/human) MAD of the IgG; « type. The protein is
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composed of murine light and heavy chain variable regions
and human constant regions. Rituximab is indicated for the
treatment of patients with relapsed or refractory, low-grade
or follicular, CD20(+) B-cell non-Hodgkin lymphoma.
Rituximab binds specifically to antigen CD20 (human B-
lymphocyte—restricted differentiation antigen, a hydropho-
bic transmembrane protein expressed on pre-B and mature
B lymphocytes). CD20 is a protein of 35 to 37 kDa, and it
may play a role in B cell activation and regulation and may
be a calcium ion channel. The antigen is also expressed on
more than 90% of non-Hodgkin lymphoma B cells but is not
found on hematopoietic stem cells, pro-B cells, normal
plasma cells, or other normal tissues. CD20 regulates the
early steps in the activation process for cell cycle initiation
and differentiation.

GEMTUZUMAB OZOGAMICIN'>2153

Gemtuzumab ozogamicin (Mylotarg, fusion molecule) is
an MADb derived from the CD33 antigen, a sialic acid-
dependent adhesion protein expressed on the surface of
leukemia blasts and immature normal cells of myelomono-
cytic origin but not on normal hematopoietic stem cells.
CD33 binds sialic acid and appears to regulate signaling in
myeloid cells. The antibody is recombinant, humanized
IgG4 «, linked with the cytotoxic antitumor antibiotic
ozogamicin (from the calicheamicin family). More than
98.3% of the amino acids of gemtuzumab are of human
origin. The constant region of the MAb contains human se-
quences, whereas the CDRs derive from a murine antibody
that binds CD33. The antibody is linked to N-acetyl-y-
calicheamicin via a bifunctional linker.

Gemtuzumab ozogamicin is indicated for the treatment
of patients with CD33-positive acute myeloid leukemia in
first relapse among adults 60 years of age or older who are
not considered candidates for cytotoxic chemotherapy.

Gemtuzumab ozogamicin binds to the CD33 antigen ex-
pressed by hematopoietic cells. This antigen is expressed on
the surface of leukemic blasts in more than 80% of patients
with acute myeloid leukemia. CD33 is also expressed on
normal and leukemic myeloid colony-forming cells, includ-
ing leukemic clonogenic precursors, but it is not expressed
on pluripotent hematopoietic stem cells or nonhematopoi-
etic cells. Binding of the anti-CD33 antibody results in a
complex that is internalized. On internalization the
calicheamicin derivative is released inside the lysosomes of
the myeloid cells. The released calicheamicin derivative
binds to the minor groove of DNA and causes double-strand
breaks and cell death.

ALEMTUZUMAB"#155

Alemtuzumab (Campath) is humanized MAb (Campath-1H)
that is directed against the 21- to 28-kDa cell surface glyco-
protein CD52. CD52 is expressed on the surface of normal
and malignant B and T lymphocytes, NK cells, monocytes,
macrophages, and tissues of the male reproductive system.
The Campath-1H antibody is an IgG; « form with human-
ized variable and constant regions and CDRs from a rat
MAD, Campath-1G.

Alemtuzumab is indicated for the treatment of B-cell
chronic lymphocytic leukemia in patients who have been
treated with alkylating agents and who have failed on this
therapy. Alemtuzumab binds to CD52, a nonmodulating

antigen that is present on the surface of essentially all B and
T lymphocytes; most monocytes, macrophages, and NK
cells, and a subpopulation of granulocytes. The proposed
mechanism of action is antibody-dependent lysis of
leukemic cells following cell surface binding.

BASILIXIMAB'>¢-158

Basiliximab (Simulect, Chimeric) is an MAb produced by a
mouse monoclonal cell line that has been engineered to pro-
duce the basiliximab IgG; « antibody glycoprotein. The
product is chimeric (murine/human). Basiliximab is indi-
cated for prophylaxis of acute organ rejection in patients re-
ceiving renal transplantation when used as part of a regimen
of immunosuppressants and corticosteroids. Basiliximab is
also indicated in pediatric renal transplantation.

Basiliximab specifically binds to the IL-2 receptor a-chain
(the CD25 antigen, part of the three-component IL-2 receptor
site). These sites are expressed on the surfaces of activated
T lymphocytes. Once bound, it blocks the IL-2« receptor with
extremely high affinity. This specific, high-affinity binding to
IL-2a competitively inhibits IL-2-mediated activation of lym-
phocytes, a critical event in the cellular immune response in
allograft rejection.

DACLIZUMAB159.160

Molecularly, daclizumab (Zenapax, Chimeric) is an IgG,
MAD that binds specifically to the « subunit of the IL-2 re-
ceptor (the complete, high-affinity activated IL-2 receptor
consists of interacting «, 8, and -y subunits). IL-2 receptors
are expressed on the surfaces of activated lymphocytes,
where they mediate lymphocyte clonal expansion and dif-
ferentiation. Daclizumab is a chimeric protein (90% human
and 10% mouse) IgG;. The MAD targets only recently acti-
vated T cells that have interacted with antigen and have de-
veloped from their naive form into their activated form. It
is at this time that the IL-2 receptors are expressed. The
human amino acid sequences of daclizumab derive from
constant domains of human IgG, and the variable domains
are derived from the fused Eu myeloma antibody. The
murine sequences derive from CDRs of a mouse anti-IL2«
antibody.

The indications for daclizumab are prophylaxis of acute
organ rejection in patients receiving renal transplants, as
part of an immunosuppressant regimen including cy-
closporine and corticosteroids. The mechanism of action is
the same as that of basiliximab.

MUROMONAB-CD3"61-163

Muromonab-CD3 (murine, Orthoclone-OKT3) is an un-
modified mouse immunoglobulin, an IgG,,, monoclonal. It
binds a glycoprotein on the surface of mature T lympho-
cytes. Mature T cells have, as part of the signal transduction
machinery of the T-cell receptor complex, a set of three gly-
coproteins that are collectively called CD3. Together with
the protein zeta, the CD3 molecules become phosphorylated
when the T-cell receptor is bound to a peptide fragment and
the major histocompatibility complex. The phosphorylated
CD3 and zeta molecules transmit information into the cell,
ultimately producing transcription factors that enter the nu-
cleus and direct the T-cell activity. By binding to CD3,
muromonab-CD3 prevents signal transduction into T cells.



Muromonab-CD3 blocks the function of T cells that
are involved in acute renal rejection. Hence, it is indicated
for the treatment of acute allograft rejection in heart and
liver transplant recipients resistant to standard steroid
therapies.

ABCIXIMAB'64.165

Abciximab (ReoPro, chimeric) is an MADb engineered from the
glycoprotein IIb/Illa receptor of human platelets. The prepara-
tion is fragmented, containing only the Fab portion of the
antibody molecule. This MAb is a chimeric human—-mouse
immunoglobulin. The Fab fragments may contain mouse vari-
able heavy- and light-chain regions and human constant
heavy- and light-chain regions.

Abciximab is indicated as an adjunct to percutaneous
transluminal coronary angioplasty or atherectomy for the
prevention of acute cardiac ischemic complications in pa-
tients at high risk for abrupt closure of a treated coronary
vessel. Abciximab appears to decrease the incidence of
myocardial infarction.

Abciximab binds to the intact GPIIb/GPIlla receptor,
which is a member of the integrin family of adhesion recep-
tors and the major platelet-specific receptors involved in ag-
gregation. The antibody prevents platelet aggregation by
preventing the binding of fibrinogen, the von Willebrand
factor, and other adhesion molecules on activated platelets.
The inhibition of binding to the surface receptors may be a
result of steric hindrance or conformational effects prevent-
ing large molecules from approaching the receptor.

TRASTUZUMAB'66.167

Trastuzumab (Herceptin, humanized) is an MAb engineered
from the human epidermal growth factor receptor type 2
(HER?2) protein. This MADb is a human—murine immunoglob-
ulin. It contains human structural domains (framework) and
the CDR of a murine antibody (4D5) that binds specifically to
HER?2. IgG; « is the type structure, and the antibody is mono-
clonal. The protein inhibits the proliferation of human tumor
cells that overexpress HER2.

Trastuzumab is indicated for use as a single agent for the
treatment of patients with metastatic breast cancer whose tu-
mors overexpress the HER2 protein and who have not re-
ceived chemotherapy for their metastatic disease.

The HER2 proto-oncogene encodes a transmembrane re-
ceptor protein of 185 kDa that is structurally related to the
epidermal growth factor receptor HER2. Overexpression of
this protein is observed in 25% to 30% of primary breast
cancers. Trastuzumab binds with high affinity to the extra-
cellular domain of HER2. It inhibits the proliferation of
human tumor cells that overexpress HER2. Trastuzumab
also mediates the process of antibody-mediated cellular cy-
totoxicity (ADCC). This process, leading to cell death, is
preferentially exerted on HER2-overexpressing cancer cells
over those that do not overexpress HER2.

INFLIXIMAB 68169

The MAD infliximab (Remicade, chimeric) is produced from
cells that have been sensitized with human TNFa. The MAb
is a chimeric human—-mouse immunoglobulin. The constant
regions are of human peptide sequence and the variable re-
gions are murine. The MAD is of type IgG; k.
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Infliximab is indicated for the treatment of moderately to
severely active Crohn disease to decrease signs and symp-
toms in patients who had an inadequate response to conven-
tional treatments. Infliximab binds specifically to TNFa. It
neutralizes the biological activity of TNFa by binding with
high affinity to soluble and transmembrane forms of the
TNF. Infliximab destroys TNFa-producing cells. An addi-
tional mechanism by which infliximab could work is as
follows: by inhibiting TNF«, pathways leading to IL-1 and
IL-6 are inhibited. These interleukins are inflammatory cy-
tokines. Inhibiting their production blocks some of the
inflammation common to Crohn disease.

Monoclonal Antibody Radionuclide
Test Kits

ARCITUMOMAB'70

Arcitumomab (CEA-Scan) is a murine monoclonal Fab’
fragment of IMMU-4, an MAb generated in murine ascites
fluid. Both IMMU-4 and arcitumomab react with carci-
noembryonic antigen (CEA), a tumor-associated antigen
whose expression is increased in various carcinomas, espe-
cially those of the GI tract. The preparation is a protein,
murine Ig Fab fragment from IgG,, for chemical labeling
with Tc-99m.

Arcitumomab/Tc-99m is for use with standard diagnos-
tic evaluations for detecting the presence, location, and
extent of recurrent or metastatic colorectal carcinoma in-
volving the liver, extrahepatic abdomen, and pelvis, with a
histologically confirmed diagnosis. IMMU-4 (and the Fab’
fragments of arcitumomab) bind to carcinoembryonic anti-
gen (CEA), whose expression is increased in carcinoma.
Arcitumomab/Tc-99m is injected, and the radionuclide
scan is read 2 to 5 hours later.

NOFETUMOMAB MERPENTAN'?

Nofetumomab merpentan (Verluma Kit) is the Fab fragment
derived from the murine MAb NR-LU-10. The product is a
protein, IgG,,, monoclonal that has been fragmented from
NR-LU-10. Nofetumomab possesses only the Fab portion.
NR-LU-10 and nofetumomab are directed against a 40-kDa
protein antigen that is expressed in various cancers and
some normal tissues.

Nofetumomab is indicated for the detection and evaluation
of extensive-stage disease in patients with biopsy-confirmed,
previously untreated small cell lung cancer by bone scan,
CT scan (head, chest, abdomen), or chest x-ray.

Nofetumomab merpentan possesses a linker and a chelator
that binds the technetium to the peptide. This is a phenthioate
ligand, 2,3,5,6-tetrafluorophenyl-4,5-bis-S-[1-ethoxyethyl]-
thioacetoamidopentanoate, hence the name merpentan.

SATUMOMAB PENDETIDE""2

Satumomab pendetide (OncoScint, murine) is a kit for In-111.
Satumomab is prepared from a murine antibody raised to a
membrane-enriched extract of human breast carcinoma he-
patic metastasis. It is a protein, IgG; k antibody, and mono-
clonal. The MADb recognizes tumor-associated glycoprotein
(TAG) 72, a mucinlike molecule with a mass greater than
100,000 Da.

Satumomab is indicated as a diagnostic aid in determin-
ing the extent and location of extrahepatic malignant disease
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in patients with known colorectal and ovarian cancer. This
agent is used after standard diagnostic tests are completed
and when additional information is needed. The cancer must
be recurrent or previously diagnosed by other methods.

Satumomab localizes to TAG 72. The antibody is chem-
ically modified so that it links to radioactive indium-111,
which is mixed with the antibody just prior to injection.
Imaging techniques will reveal the localization of the
satumomab as “hot spots.” To link the indium-111 to the
satumomab protein, a linker-chelator is used. This is gly-
cyl-tyrosyl-(N,e-diethylenetriaminepentaacetic acid)-ly-
sine hydrochloride.

IMCIROMAB PENTETATE'”3

Imciromab pentetate (murine; Myoscint Kit for the prepara-
tion of indium-111 imciromab pentetate) is a murine im-
munoglobulin fragment raised to the heavy chain of human
myosin. The drug is a protein of the IgG; « class. It is mono-
clonal, consisting of the Fab-binding fragments only, and it
is bound to the linker-chelator diethylenetriamine pen-
taacetic acid for labeling with indium-111. Imciromab binds
to the heavy chain of human myosin, the intracellular pro-
tein found in cardiac and skeletal muscle cells.

Imciromab pentetate is indicated for detecting the presence
and location of myocardial injury in patients after a suspected
myocardial infarction. In normal myocardium, intracellular
proteins such as myosin are isolated from the extravascular
space by the cell membrane and are inaccessible to antibody
binding. After myocyte injury, the cell membrane loses in-
tegrity and becomes permeable to macromolecules, which al-
lows Imciromab-In-111 to enter the cells, where it binds to in-
tracellular myosin. The drug localizes in infarcted tissues,
where radionuclide scanning can visualize it.

CAPROMAB PENDETIDE'"4

Capromab (ProstaScint Kit for the preparation of In-111
capromab pendetide, murine) is an MAb (murine 1gG; «)
that derives from an initial sensitization with a glycoprotein
expressed by prostate epithelium known as prostate surface
membrane antigen (PSMA). The MAD recognizes PSMA
specifically and thus is specific for prostate adenocarcino-
mas. The drug is used in newly diagnosed patients with
proven prostate cancer who are at high risk for pelvic lymph
metastasis. PSMA has been found in many primary and
metastatic prostate cancer lesions. The cytoplasmic domain
marker 7E11-C5.3 reacts with more than 95% of adenocar-
cinomas evaluated.

To join the indium-111 to the antibody, a linker-chelator
is used. This moiety is glycyltyrosyl-(N-ethylenetriamine-
pentaacetic acid)-lysine HCI.

A Therapeutic Radionuclide

Monoclonal Antibody'”*

IBRITUMOMAB TIUXETAN

Ibritumomab (Zevalin kits to prepare In-111 Zevalin and Y-
90 Zevalin, murine) is an MADb derived from an initial sen-
sitization with CD20 antigen, expressed on the surface of
normal and malignant B cells. The antibody is a murine
IgG; k subtype, directed against CD20 antigen. It is pro-
duced in a CHO cell line. Ibritumomab is indicated for use
as a multistage regimen to treat patients with relapsed or

refractory low-grade, follicular, or transformed B-cell non-
Hodgkin lymphoma, including patients with rituximab-
refractory follicular non-Hodgkin lymphoma.

Ibritumomab tiuxetan binds specifically to CD20 antigen
(human B-lymphocyte-restricted differentiation antigen).
CD20 is expressed on pre-B and mature B lymphocytes and
on more than 90% of B-cell non-Hodgkin lymphoma. When
the CDR of ibritumomab tiutuxan binds to the CD20 antigen,
apoptosis is initiated. The tiutuxan chelate binds indium-111
and yttrium-90 tightly. Beta emission induces cellular dam-
age by forming free radicals in the target cells and neigh-
boring cells. Tiutuxan is [N-[2-bis(carboxymethyl)amino]-3-
(p-isothiocyanatophenyl)propyl]-[N-[2-bis(carboxymethyl)
amino]2-(methyl)-ethyl]glycine.

In-Home Test Kits'7¢

There are various MAb-based in-home test kits that are de-
signed to detect pregnancy and ovulation. For example, a
pregnancy test kit targets the antigen human chorionic go-
nadotropin and displays a certain sign if the test is positive.
The other type of test kit predicts ovulation by targeting LH
in the urine. Just before ovulation, LH surges. The test kit is
designed to detect and signal the time of ovulation. These
test kits, based on the complex techniques of MAbs, are de-
signed to be as simple and error-free as possible for patients.

€© GENOMICS

Genomics'" is a term that means “a study of genes and their
functions.” Currently, genomics is probably the central driv-
ing force for new drug discovery and for novel treatments for
disease. Gene therapy is a concept that is often discussed.
The human genome project, which was largely completed in
the year 2000, provided over 4 billion bp of data that have
been deposited in public databases. Sequencing the genome
itself was an enormous task, but the correlation of genomic
data with disease states, sites of microbial attachment, and
drug receptor sites is still in its infancy. Once these problems
are solved, genomic data will be used to diagnose and treat
disease and to develop new drugs specifically for disease
states (and possibly specific for a patient). Studying the ge-
netics of biochemical pathways will provide an entry into en-
zyme-based therapies. There will undoubtedly be a host of
new targets for drug therapy. Because deciphering the infor-
mation that the genomic sequence provides is a complex un-
dertaking, these benefits are probably going to occur years in
the future.

Unraveling the Genomic Code to
Determine Structure-Function
Relationships: Bioinformatics

When considering the topic of bioinformatics, one must rec-
ognize that this is a broad term, covering many different
research areas. The roots of bioinformatics lie in the decades-
old field of computational biology. Advances in computer
technology that yielded faster computations fueled the expan-
sion of this field into many different scientific areas, as did the
development of new mathematical algorithms that allowed
highly sophisticated problems to be solved quickly. For in-
stance, with the computer technology available in 2003, it is
relatively straightforward to determine a three-dimensional



structure of a protein by x-ray crystallography, by nuclear
magnetic resonance—distance geometry—molecular dynamics
approaches, or to compare a large set of genes structurally.
Out of bioinformatics have grown some new scientific disci-
plines: functional genomics, structural genomics, and evo-
lutionary genomics. The term bioinformatics is routinely
applied to experiments in genomics that rely on sophisticated
computations.

One reason why computational methods are so critical
is that biological macromolecules must be simulated in a
three-dimensional environment for realistic comparisons
and visualizations to be made. A typical molecule is repre-
sented in a computer by a set of three Cartesian coordi-
nates per atom that specify the position of each atom in
space. There are sets of three-atom and dihedral angles to
specify interatomic connectivity, and designations for the
start and end points of chains, where needed. Fortunately,
it is a relatively simple matter to build or download mole-
cules from databases. Although the Cartesian coordinate
system provides the relative positions of the atoms in
space, the computer offers the opportunity to let the mole-
cule evolve in the fourth dimension, time. This is where
energy minimization routines and molecular dynamics
simulations are used.

Functional Genomics

Functional genomics seeks to make an inference about the
function of a gene (Fig. 4.15). Given a novel gene sequence
to be tested, the functional genomics method starts by
comparing the new gene with genetic sequences in a data-
base. In some cases, the name of the gene, a function, or a
close analogy to previously identified genes can be made.
The test gene is then used as a template to construct, in a
computer, a three-dimensional model of the protein. The
three-dimensional model is refined by searching databases
for possible folded structures of the protein product. Lastly,
the likely folded structure of the protein from the new gene
is inferred by comparison with folding patterns of proteins
of known structure and function.

Gene potentially coding
for tissue plasminogen
activator (tPa)

|

Search genome
database for similar
sequences

Locate genes that are
similar to new one

Use the gene sequence to
develop a three-dimensional
Refine structure of the encoded
protein; structure should
contain finger, Kringle
domains, and growth factor

Search for close

folding sequences to
match protein; finger,
Kringle domains, growth
factor domains

v

Based on peptide
sequence, folding type

Identify folding
sequences of tPa;
foldings with known
function

like tPa, infer that the
gene encodes a tPa-like
molecule

Figure 4.15 ® Steps in the practice of functional
genomics.
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The aforementioned method is not without difficulty.
There is a lot of genetic overlap between organisms of dif-
ferent types. Usually, as a first step, the genomic sequences
of prokaryotes and Archaebacteria are subtracted out, but
there can still be overlap with organisms such as yeasts. In
addition, the human genome possesses introns and exons,
and the genetic components that encode one protein may lie
on parts of one chromosome that are separated by a large
number of nucleotides, or the gene may even be distributed
over more than one chromosome.

DNA Microarrays'’8179

Each cell in the human body contains a full set of chromo-
somes and an identical complement of genes. At any given
time in a given cell, only a fraction of these genes may be ex-
pressed. It is the expressed genes that give each cell its
uniqueness. We use the term gene expression to describe the
transcription of the information contained in the DNA code
into mRNA molecules that are translated into the proteins that
perform the major functions of the cell. The amount and type
of mRNA that is produced by a cell provides information on
which genes are being expressed and how the cell responds
dynamically to changing conditions (e.g., disease). Gene ex-
pression can act as an “on/off” switch to control which genes
are expressed, and a level regulator, somewhat like a volume
control, that increases or decreases the level of expression as
necessary. Thus, genes can be on or off, and low or high.

Historically, scientists wishing to study gene expression
could analyze mRNA from cell lines, but the complexity of
the task meant that only a few genes could be studied at
once. The advent of DNA microarray technology allows sci-
entists to analyze expression of thousands of genes in a sin-
gle experiment, quickly and efficiently. DNA microarray
technology facilitates the identification and classification of
DNA sequence information and takes steps toward assign-
ing functions to the new genes. The fundamental precept of
microarray technology is that any mRNA molecule can hy-
bridize to the DNA template from which it originated.

In a typical microarray experiment, an array is con-
structed of many DNA samples. Automation that was devel-
oped for the silicon chip industry helps in this procedure,
spotting thousands of different DNA samples on glass
plates, silicon chips, or nylon wafers. mRNA isolated from
probe cells is treated with a mixture of fluorescent-tagged
(usually red, green, and yellow) nucleotides in the presence
of reverse transcriptase. This process generates fluorescent-
tagged cDNA. The fluors will emit light when excited with
a laser. The labeled nucleic acids are considered mobile
probes that, when incubated with the stationary DNA, hy-
bridize or bind to the complementary molecules (sequences
that can base pair with each other). After hybridization,
bound cDNA is detected by use of a laser scanner. Data on
the presence or absence of fluorescence, the color, and the
intensity at the various points in the array are acquired in a
computer for analysis.

As an example, we can consider two cells: cell type 1, a
healthy cell, and cell type 2, a diseased cell. Both cell types
contain an identical set of four genes: A, B, C, and D.
mRNA is isolated from each cell type and used to create
fluorescent-tagged cDNA. In this case, red and green are
used. Labeled samples are mixed and incubated with a mi-
croarray that contains the immobilized genes A, B, C, and D.
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The tagged molecules bind to the sites on the array corre-
sponding to the genes being expressed in each cell. A ro-
botic scanner, also a product of silicon chip technology,
excites the fluorescent labels, and images are stored in a
computer. The computer can compute the red-to-green fluo-
rescence ratio, subtract out background noise, and so on.
The computer creates a table of the intensity of red-to-green
fluorescence for every point in the matrix. Perhaps both cells
express the same levels of gene A, cell 1 expresses more of
gene B, cell 2 (the diseased cell) expresses more of gene C,
and neither cell expresses gene D. This is a simplistic expla-
nation; experiments have been reported in which as many as
30,000 spots have been placed in the microarray.

DNA microarrays can detect changes in gene expression
levels, expression patterns (e.g., the cell cycle), genomic
gains and losses (e.g., lost or broken parts of chromosomes
in cancer cells), and mutations in DNA (single-nucleotide
polymorphism [SNPs]). SNPs are also of interest because
they may provide clues about how different people respond
to a single drug in different ways.

Proteomics'3%-181

The word proteome describes protein expressed by a genome.
Proteomics is a scientific endeavor that attempts to study the
sum total of all of the proteins in a cell from the point of view
of their individual functions and how the interaction of spe-
cific proteins with other cellular components affects the func-
tion of these proteins. Not surprisingly, this is a very complex
task. There are many more proteins than there are genes, and
in biochemical pathways, a protein rarely acts by itself. At
present, we know that the expression of multiple genes is in-
volved for any given disease process. “Simply” knowing the
gene sequence rarely unmasks the function of the encoded
protein or its relevance to a disease. Consequently, the science
of proteomics is not developed to the point at which drug dis-
covery can be driven by gene sequence information. There
have been, however, some significant technology-driven
approaches to the field. High-throughput high-resolution
mass spectroscopy allows the amino acid sequences of pro-
teins to be determined very quickly. The technique of two-
dimensional gel electrophoresis has likewise advanced the
science of proteomics. Proteomics will, undoubtedly, eventu-
ally provide targets for drug discovery and the detection of
disease states.

Pharmacogenomics’®?

When pharmaceutical companies develop new drugs for
any given disease state, they are limited by a lack of knowl-
edge about how individual patients will respond to the
agent. No simple algorithms exist that facilitate prediction
of whether a patient will respond negatively (an adverse
drug reaction), positively (the desired outcome), or not at
all. Consequently, drugs are developed for an “average” pa-
tient. The manufacturer relies on clinical studies to expose
potential adverse reactions and publishes them in statistical
format to guide the physician. Nevertheless, when a physi-
cian prescribes a drug to a patient he or she has no way of
knowing the outcome. Statistics show clearly that a single
drug does not provide a positive outcome in all patients.
This “one-drug-does-not-fit-all” concept has its basis in the
genetics of a patient, and the science of studying these phe-
nomena is called pharmacogenomics.

A patient’s response to a drug, positive or negative, is a
highly complex trait that may be influenced by the activities
of many different genes. ADME, as well as the receptor-
binding relationship, are all under the control of proteins,
lipids, and carbohydrates, which are in turn under the con-
trol of the patient’s genes. When the fact that a person’s
genes display small variations in their DNA base content
was recognized, genetic prediction of response to drugs or
infectious microbes became possible. Pharmacogenomics is
the science that looks at the inherited variations in genes that
dictate drug response and tries to define the ways in which
these variations can be used to predict if a patient will have
a positive response to a drug, an adverse one, or none at all.

Cataloging the genetic variations is an important phase of
present research activity. Scientists look for SNPs in a per-
son’s gene sequences. SNPs are viewed as markers for slight
genomic variation. Unfortunately, traditional gene sequenc-
ing is slow and expensive, preventing for now the general
use of SNPs as diagnostic tools. DNA microarrays may
make it possible to identify SNPs quickly in a patient’s cells.
SNP screening may help to determine a response to a drug
before it is prescribed. Obviously, this would be a tremen-
dous tool for the physician.

€© ANTISENSE TECHNOLOGY

During the process of transcription, double-stranded DNA is
separated into two strands by polymerases. These strands
are named the sense (coding or [+] strand) and the antisense
(template or [—] strand). The antisense DNA strand serves
as the template for mRNA synthesis in the cell. Hence, the
code for ribosomal protein synthesis is normally transmitted
through the antisense strand. Sometimes, the sense DNA
strand will code for a molecule of RNA. In this case, the re-
sulting RNA molecule is called antisense RNA. Antisense
RNA sequences were first reported to be naturally occurring
molecules in which endogenous strands formed comple-
mentarily to cellular mRNA, resulting in the repression of
gene expression. Hence, they may be natural control mole-
cules. Rationally designed antisense oligonucleotide inter-
actions occur when the base pairs of a synthetic, specifically
designed antisense molecule align precisely with a series of
bases in a target mRNA molecule.

Antisense oligonucleotides may inhibit gene expression
transiently by masking the ribosome-binding site on mRNA,
blocking translation and thus preventing protein synthesis,
or permanently by cross-linkage between the oligonu-
cleotide and the mRNA. Most importantly, ribonuclease H
(RNase H) can recognize the DNA-RNA duplex (antisense
DNA binding to mRNA), or an RNA-RNA duplex (anti-
sense RNA interacting with mRNA), disrupting the base
pairing interactions and digesting the RNA portion of the
double helix. Inhibition of gene expression occurs because
the digested mRNA is no longer competent for translation
and resulting protein synthesis.

Antisense technology is beginning to be used to develop
drugs that might be able to control disease by blocking the
genetic code, interfering with damaged or malfunctioning
genes. Among the possible therapeutic antisense agents
under investigation are agents for chronic myelogenous
leukemia, HIV infection and AIDS, cytomegalovirus retini-
tis in AIDS patients, and some inflammatory diseases.



© GENE THERAPY

Gene therapy arguably represents the ultimate application of
rDNA technology to the treatment of disease. There are two
ways to envision gene therapy: (a) the replacement of a defec-
tive gene with a normal gene or (b) the addition of a gene
whose product can help fight a disease such as a viral infec-
tion or cancer. In the former case, replacement of a defective
gene, an actual cure can be effected instead of just treating the
symptoms. For example, in CF, a defective gene has been
clearly identified as the cause of the disease. It is possible that
replacement of the defective gene with a corrected one could
produce a cure. Similar possibilities exist for other inherited
genetic disorders such as insulin-dependent diabetes, growth
hormone deficiency, hemophilia, and sickle cell anemia.

The ability to transfer genes into other organisms has other
important applications, including the heterologous production
of recombinant proteins (discussed previously) and the devel-
opment of animal models for the study of human diseases.
Another area of exploration is the introduction of recombi-
nant genes as biological response modifiers, for example, in
preventing rejection following organ transplantation. If genes
encoding host major histocompatibility complexes could be
introduced into transplanted cells, the transplanted tissue
might be recognized as “self.” It might also be possible to in-
troduce genes for substances such as transforming growth
factor-B that would decrease local cell-mediated immune

® REVIE W

1. Describe the pharmaceutics-related problems with
biotechnologically produced drugs.

2. Why cannot biotechnologically produced drugs be ad-
ministered orally?

3. What is GenBank? Why is it important scientifically?
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responses. An opposite strategy might be considered for the
treatment of cancer, whereby transplanted cells could be used
to target cancer cells, increasing local cell-mediated immune
responses.

The transfer of genes from one organism to another is
termed transgenics, and an animal that has received such a
transgene is referred to as a transgenic animal. If the trans-
gene is incorporated into the germ cells (eggs and sperm), it
will be inherited and passed on to successive generations. If
the transgene is incorporated into other cells of the body (so-
matic cells), it will be expressed only as long as the newly
created transgenic cells are alive. Hence, if a terminally dif-
ferentiated, postmitotic cell receives a transgene it will not
undergo further cell division, whereas if a transgene is cre-
ated in an undifferentiated stem cell, the product will contin-
uously be expressed in new cells.

© AFTERWORD

Clearly, biotechnology has become an integral part of phar-
maceutical care. Pharmacists need to become comfortable
with biotechnology and its language to deliver this kind of
care to their patients. This chapter has tried to present an
overview of the major biotechnological arenas present in the
year 2009. The field is advancing rapidly, and every pharma-
cist must stay current with the literature on biotechnology.

Il ONS @

4. Describe pharmacogenomics. Describe proteomics. How
do these two differ?

5. What are chimeric receptors?

REFERENCES

1. NCBI, NLM, NIH: Bethesda, MD 20894. e-mail
info@ncbi.nlm.nih.gov.

2. Benson, D. A.: Nucl. Acids Res. 30(1):17-20, 2002.

3. GenBank, NCBI: https://www.ncbi.nlm.nih.gov/GenBank/
genbankstats.html.

4. Pharmaceutical Research and Manufacturers Association: New
Medicines in Biotechnology Survey. Washington, DC,
Pharmaceutical Research and Manufacturers Association, 2002.

5. Pharmaceutical Research and Manufacturers Association: New

Medicines in Development for Pediatrics Survey. Washington, DC,

Pharmaceutical Research and Manufacturers Association, 2002.

. Akinwande, K., et al.: Hosp. Formul. 28(9):773-780, 1993.

. Mahoney, C. D.: Hosp. Formul. 27(Suppl. 2):2-3, 1992.

. Wordell, C. J.: Hosp. Pharm. 27(6):521-528, 1992.

. Seltzer, J. L., et al.: Hosp. Formul. 27(4):379-392, 1992.

. Schneider, P. J.: Pharm. Pract. Manage. Q. 18(2):32-36, 1998.

11. Huber, S. L.: Am. J. Hosp. Pharm. 50(7 Suppl. 3):531-533, 1993.
12. Bleeker, G. C.: Am. J. Hosp. Pharm. 50(7 Suppl. 3):527-530, 1993.
13. Herfindal, E. T.: Am. J. Hosp. Pharm. 46(12):2516-2520, 1989.

14. Dasher, T.: Am. Pharm. NS35(2):9-10, 1995.

15. Vizirianakis, I. S.: Eur. J. Pharm. Sci. 15(3):243-250, 2002.

16. Baumgartner, R. P.: Hosp. Pharm. 26(11):939-946, 1991.

17. Rospond, R. M., and Do, T. T.: Hosp. Pharm. 26(9):823-827, 1991.

—_
OO 003N

18. Brodie, D. C., and Smith, W. E.: Am. J. Hosp. Pharm. 42(1):81-95,
1985.

19. Slavkin, H. C.: Technol. Health Care 4(3):249-253, 1996.

20. Stewart, C. F., and Fleming, R. A.: Am. J. Hosp. Pharm. 46(11
Suppl. 2):54-58, 1989.

21. Tami, J., and Evens, R. P.: Pharmacotherapy 16(4):527-536, 1996.

22. Koeller, J. M.: Am. J. Hosp. Pharm. 46(Suppl. 2):511-515, 1989.

23. Wagner, M.: Mod. Healthcare 22(2):24-29, 1992.

24. Dana, W. J., and Farthing, K.: Pharm. Pract. Manage. Q.
18(2):23-31, 1988.

25. Santell, J. P.: Am. J. Health Syst. Pharm. 53(2):139-155, 1996.

26. Reid, B.: Nat. Biotechnol. 20(4):322, 2002.

27. Piascik, P.: Pharm. Pract. Manage. Q. 18(2):1-12, 1998.

28. Piascik, P.: Am. Pharm. NS35(6):9-10, 1995.

29. Roth, R.: Am. Pharm. NS34(4):31-33, 1994.

30. Taylor, K. S.: Hosp. Health Netw. 67(17):36-38, 1993.

31. Wade, D. A., and Levy, R. A.: Am. Pharm. NS32(9):33-37, 1992.

32. Lumisdon, K.: Hospitals 65(23):32-35, 1991.

33. Crane, V. S., Gilliland, M., and Trussell, R. G.: Top. Hosp. Pharm.
Manage. 10(4):23-30, 1991.

34. Zilz, D. A.: Am. J. Hosp. Pharm. 47(8):1759-1765, 1990.

35. Zarus, S. A.: Curr. Concepts Hosp. Pharm. Manage. 11(4):12—19, 1989.

36. Schneider, P. J.: Pharm. Pract. Manage. Q. 18(2):32-36, 1998.

37. Manuel, S. M.: Am. Pharm. NS34(11):14-15, 1994.


mailto:info@ncbi.nlm.nih.gov
https://www.ncbi.nlm.nih.gov/GenBank/genbankstats.html

154 Wilson and Gisvold’s Textbook of Organic Medicinal and Pharmaceutical Chemistry

55.

56.

57.

58.

59.

65.

66.

67.

68.

69.

70.

71.

72.

73.

74.

75.

76.

7.

78.
79.

80.
81.

. Gillouzo, A.: Cell Mol. Biol. 47(8):1307-1308, 2001.

. Sindelar, R. D.: Drug Top. 137:66-78, 1993.

. McKinnon, B.: Drug Benefit Trends 9(12):30-34, 1997.

. Wolf, B. A.: Ther. Drug Monit. 18(4):402-404, 1996.

. Vermeij, P., and Blok, D.: Pharm. World Sci. 18(3):87-93, 1996.

. Lambert, K.: Curr. Opin. Biotechnol. 8(3):347-349, 1997.

. Beatrice, M.: Curr. Opin. Biotechnol. 8(3):370-378, 1997.

. Romac, D. R, et al.: Formulary 30(9):520-531, 1995.

. McGarity, T. O.: Issues Sci. Technol. 1(3):40-56, 1985.

. Columbo P., et al.: Eur. J. Drug Metab. Pharmacokinet. 21(2):87-91,

1996.

. Berthold, W., and Walter, J.: Biologicals 22(2):135-150, 1994.

. Roth, R., and Constantine, L. M.: Am. Pharm. NS35(7):19-21, 1995.
. Santell, J. P.: Am. J. Hosp. Pharm. 51(2):177-187, 1994.

. Piascek, P.: Am. Pharm. NS33(4):18-19, 1993.

. Piascek, M. M.: Am. J. Hosp. Pharm. 48(10 Suppl. 11):14-18, 1992.
. Piascek, P., and Alexander, S.: Am. Pharm. NS35(11):8-9, 1995.

. Glick, B. R., and Pasternak, J. J. (eds.): Molecular Biotechnology:

Principles and Applications of Recombinant DNA, 2nd ed.
Washington, DC, ASM Press, 1998.

Franks, F. (ed.): Protein Biotechnology. Totowa, NJ, Humana Press,
1993.

Bains, W.: Biotechnology from A to Z, 2nd ed. Oxford, England,
Oxford University Press, 1998.

Alberts, B., Bray, D., Lewis, J., et al. (eds.): Molecular Biology of
the Cell, 3rd ed. New York, NY, Garland Publishing, 1994.
Wolfe, S. L.: An Introduction to Cell and Molecular Biology.
Belmont, CA, Wadsworth Publishing, 1995.

Williams, D. A., and Lemke, T. L. (eds.): Foye’s Principles of
Medicinal Chemistry, S5th ed. New York, Lippincott Williams &
Wilkins, 2001, pp. 981-1015.

. Sindelar, R. D.: Drug Top. Suppl:3—13, 2001.

. Fields, S.: Am. Pharm. NS33:4:28-29, 1993.

. Roth, R.: Am. Pharm. NS34(4):31-34, 1997.

. Allen, L. V.: Am. Pharm. NS34:31-33, 1994.

. Evens, R., Louie, S. G., Sindelar, R., et al.: Biotech. Rx:

Biotechnology in Pharmacy Practice: Science, Clinical
Applications, and Pharmaceutical Care—Opportunities in Therapy
Management. Washington, DC, American Pharmaceutical
Association, 1997.

Zito, S. W. (ed.): Pharmaceutical Biotechnology: A Programmed
Text. Lancaster, PA, Technomic Publishing, 1992.

Biotechnology Resource Catalog. Philadelphia, Philadelphia College
of Pharmacy and Science, 1993.

Watson, J. D., Hopkins, N. H., Roberts, J. W., et al.: Molecular
Biology of the Gene, 4th ed. Menlo Park, CA, Benjamin Cummings,
1987.

Davis, L. G., Dibner, M. D., and Battey, J. F.: Basic Methods in
Molecular Biology. New York, Elsevier, 1986.

Wu-Pong, S., and Rojanaskul, Y. (eds.): Biopharmaceutical Drug
Design and Development. Totowa, NJ, Humana Press, 1999.
Ausubel, F. M., Brent, R., et al.: Current Protocols in Molecular
Biology. New York, Greene, Wiley-Interscience, 1988.

Davis, L. G.: Background to Recombinant DNA Technology. In
Pezzuto, J. M., Johnson, M. E., and Manasse, H. R. (eds.).
Biotechnology and Pharmacy. New York, Chapman & Hall, 1993,
pp. 1-38.

Watson, J. D., et al.: Recombinant DNA, 2nd ed. New York,
Scientific American Books, 1992, pp. 13-32.

Greene, J. J., and Rao, V. B. (eds.): Recombinant DNA: Principles
and Methodologies. New York, Marcel Dekker, 1998.

Kreuzer, H., and Massey, A.: Recombinant DNA and Biotechnology.

Washington, DC, ASM Press, 1996.

Nelson, D. L., and Cox, M. M. (eds.): Lehninger: Principles of
Biochemistry. New York, Worth Publishers, 2000, pp. 905-1119.
Devlin, T. M. (ed.): Textbook of Biochemistry with Clinical
Correlations, 3rd ed. New York, John Wiley & Sons, 1992,

pp. 607-766.

Horton, H. R., Moran, L. A., Ochs, R. S., et al. (eds.): Principles of
Biochemistry, 2nd ed. Upper Saddle River, NJ, Prentice-Hall, 1996,
pp- 561-692.

Crick, F. H. C.: Symp. Soc. Exp. Biol. 12:128-163, 1958.

Watson, J. D.: Molecular Biology of the Gene. New York, W. A.
Benjamin, 1970.

Jordan, E.: Am. J. Hum. Genet. 51:1-6, 1992.

Voet, D., and Voet, J. G.: Biochemistry, 2nd ed. New York, John
Wiley & Sons, 1995, pp. 944-945.

82.

83.
84.

85.

86.

87.

88.

89.

90.
. Rommens, J. M., et al.: Science 245:1059-1065, 1989.
92.

93.

94,
. Kadir, F.: Production of Biotech Compounds—Cultivation and

96.

97.
. Wettendorff, M., et al.: Proc. Natl. Acad. Sci. U. S. A.

99.

100.
101.

102.

103.
104.

105.

106.

107.

108.

109.
110.

111.
112.

Johnson, M. E., and Kahn, M.: In Pezzuto, J. M., Johnson, M. E.,
and Manasse, H. R. (eds.). Biotechnology and Pharmacy. New
York, 1993, pp. 369-371.

Paolella, P.: Introduction to Molecular Biology. Boston, WCB
McGraw-Hill, 1988, p. 176.

Davis, L. G.: In Pezzuto, J. M., Johnson, M. E., and Manasse, H. R.
(eds.). New York, Biotechnology and Pharmacy, 1993, pp. 10-11.
Rojanaskul, Y., and Dokka, S.: In Wu-Pong, S., and Rojanaskul, Y.
(eds.). Biopharmaceutical Drug Design and Development. Totowa,
NJ, Humana Press, 1999, pp. 39-40.

Paolella, P.: Introduction to Molecular Biology. Boston, WCB
McGraw-Hill, 1988, pp. 177-178.

Rojanaskul, Y., and Dokka, S.: In Wu—Pong, S., and Rojanaskul, Y.
(eds.). Biopharmaceutical Drug Design and Development. Totowa,
NJ, Humana Press, 1999, pp. 38-39.

Green, E. D., and Olson, M. V.: Proc. Natl. Acad. Sci. U. S. A.
87:1213-1217, 1990.

Kadir, F.: Production of Biotech Compounds—Cultivation and
Downstream Processing. In Crommelin, D. J. A., and Sindelar, R.
D. (eds.). Pharmaceutical Biotechnology: An Introduction for
Pharmacists and Pharmaceutical Scientists. Amsterdam, The
Netherlands: Harwood Academic Publishers, 1997, pp. 53-70.
Riordan, J. R., et al.: Science 245:1066—1073, 1989.

Heldebrand, G. E., et al.: In Pezzuto, J. M., Johnson, M. E., and
Manasse, H. R. (eds.). Biotechnology and Pharmacy. New York,
1993, pp. 198-199.

Rojanaskul, Y., and Dokka, S.: In Wu-Pong, S., and Rojanaskul, Y.
(eds.). Biopharmaceutical Drug Design and Development. Totowa,
NJ, Humana Press, 1999, pp. 43-45.

Katz, E. D., and Dong, M. W.: BioTechniques 8:628-632, 1990.

Downstream Processing. In Crommelin, D. J. A., and Sindelar, R.
D. (eds.). Pharmaceutical Biotechnology: An Introduction for
Pharmacists and Pharmaceutical Scientists. Amsterdam, The
Netherlands, Harwood Academic Publishers, 1997, pp. 61-65.
Burgess, D. J.: In Pezzuto, J. M., Johnson, M. E., and Manasse, H. R.
(eds.). Biotechnology and Pharmacy. New York, 1993, pp. 118-122.
Dillman, R. O.: Antibody Immunoconj. Radiopharm. 1990:1-15.

86:3787-3791, 1989.

Burgess, D. J.: In Pezzuto, J. M., Johnson, M. E., and Manasse, H.
R. (eds.). Biotechnology and Pharmacy. New York, 1993,

pp. 124-143.

Facts and Comparisons. St. Louis, MO, Facts and Comparisons,
2000, pp. 287-290.

American Hospital Formulary Service Drug Information, 1989.
Bethesda, MD, ASHP, 1989, pp. 2714-2728.

Beals, J. M., and Kovach, P. M.: In Crommelin, D. J. A., and
Sindelar, R. D. (eds.). Pharmaceutical Biotechnology: An
Introduction for Pharmacists and Pharmaceutical Scientists.
Amsterdam, The Netherlands, Harwood Academic Publishers, 1997,
p- 220.

Riley, T. N., and DeRuiter, J.: U. S. Pharm. 25(10):56-64, 2000.
Facts and Comparisons. St. Louis, MO, Facts and Comparisons,
2000, pp. 313-314.

Facts and Comparisons. St. Louis, MO, Facts and Comparisons,
2000, pp. 344-346.

Marian, M.: In Crommelin, D. J. A., and Sindelar, R. D. (eds.).
Pharmaceutical Biotechnology: An Introduction for Pharmacists and
Pharmaceutical Scientists. Amsterdam, The Netherlands, Harwood
Academic Publishers, 1997, pp. 241-253.

Facts and Comparisons. St. Louis, MO, Facts and Comparisons,
2000, pp. 247-250.

Sam, T., and DeBoer, W.: Follicle Stimulating Hormone. In
Crommelin, D. J. A., and Sindelar, R. D. (eds.). Pharmaceutical
Biotechnology: An Introduction for Pharmacists and Pharmaceutical
Scientists. Amsterdam, The Netherlands, Harwood Academic
Publishers, 1997, pp. 315-320.

Buckland, P. R., et al.: Biochem. J. 235:879-882, 1986.
Pharmaceutical Research and Manufacturers Association:
Biotechnology Medicines in Development. PhARMA 2002 Annual
Survey. Washington, DC, Pharmaceutical Research and
Manufacturers Association, 2002.

Graber, S. E., and Krantz, S. B.: Annu. Rev. Med. 29:51-66, 1978.
Egric, J. C., Strickland, T. W., Lane J., et al.: Immunobiology
72:213-224, 1986.



113.
114.

115.
116.
117.
118.
119.
120.
121.
122.

123.

124.

125.

126.

127.

128.

129.

130.

131.

132.

133.
134.
135.
136.

137.
138.

139.
140.
141.

142.
143.

Eschenbach, J. W, et al.: Ann. Intern. Med. 111:992—-1000, 1989.
Zsebo, K. M., Cohen, A. M., et al.: Immunobiology 72:175-184,
1986.

Souza, L. M., Boone, T. C., et al.: Science 232:61-65, 1986.

Heil, G., Hoelzer, D., et al.: Blood 90:4710-4718, 1997.

Metcalf, D.: Blood 67(2):257-267, 1986.

Vadhan-Raj, S., Keating, M., et al.: N. Engl. J. Med. 317:1545-1552,
1987.

Facts and Comparisons. St. Louis, MO, Facts and Comparisons,
2000, pp. 192-194.

Grabenstein, J. D. (ed.): Immunofacts: Vaccines and Immunologic
Drugs. St. Louis, MO, Facts and Comparisons, 2002, pp. 695-704.
Pegasys. Roche Pharmaceuticals Company Stat/Gram. Nutley, NJ,
Hoffman-LaRoche, 2003.

Grabenstein, J. D. (ed.): Immunofacts: Vaccines and Immunologic
Drugs, St. Louis, MO, Facts and Comparisons, 2002, pp. 705-717.
Grabenstein, J. D. (ed.): Immunofacts: Vaccines and Immunologic
Drugs, St. Louis, MO, Facts and Comparisons, 2002, pp. 737-740
and references therein.

Grabenstein, J. D. (ed.): Immunofacts: Vaccines and Immunologic
Drugs, St. Louis, MO, Facts and Comparisons, 2002, pp. 741-745
and references therein.

Grabenstein, J. D. (ed.): Immunofacts: Vaccines and Immunologic
Drugs, St. Louis, MO, Facts and Comparisons, 2002, pp. 746-752
and references therein.

Grabenstein, J. D. (ed.): Immunofacts: Vaccines and Immunologic
Drugs, St. Louis, MO, Facts and Comparisons, 2002, pp. 756-764
and references therein.

Grabenstein, J. D. (ed.): Immunofacts: Vaccines and Immunologic
Drugs, St. Louis, MO, Facts and Comparisons, 2002, pp. 765-770
and references therein.

Grabenstein, J. D. (ed.): Immunofacts: Vaccines and Immunologic
Drugs, St. Louis, MO, Facts and Comparisons, 2002, pp. 771-775
and references therein.

Grabenstein, J. D. (ed.): Immunofacts: Vaccines and Immunologic
Drugs, St. Louis, MO, Facts and Comparisons, 2002, pp. 776-787
and references therein.

Grabenstein, J. D. (ed.): Immunofacts: Vaccines and Immunologic
Drugs, St. Louis, MO, Facts and Comparisons, 2002, pp. 788-794
and references therein.

Grabenstein, J. D. (ed.): Immunofacts: Vaccines and Immunologic
Drugs, St. Louis, MO, Facts and Comparisons, 2002, pp. 795-802
and references therein.

Murray, K. M., and Dahl, S. L.: Ann. Pharmacother.
31(11):1335-1338, 1997.

Weinblatt, M., et al.: Arthritis Rheum. 40(Suppl):S126, 1997.
Moreland, L. W., et al.: N. Engl. J. Med. 337:141-147, 1997.
Verstraate, M., Lijnen, H., and Cullen, D.: Drugs 50(1):29-42, 1995.
Facts and Comparisons. St. Louis, MO, Facts and Comparisons,
2000, pp. 183-189.

Cannon, C. P., Gibson, C. M., et al.: Circulation 98:2805-2814, 1998.

Facts and Comparisons. St. Louis, MO, Facts and Comparisons,
2000, p. 193.

Shapiro, A. D., Ragni, M. V., Lusher, J. M., et al.: Thromb.
Haemost. 75(1):30-35, 1996.

Facts and Comparisons. St. Louis, MO, Facts and Comparisons,
2000, p. 195.

Bernard, G. R, et al.: N. Engl. J. Med. 344:699-709, 2001.
Fabrizio, M.: J. Extra. Corpor. Technol. 331:117-125, 2001.
Facts and Comparisons. St. Louis, MO, Facts and Comparisons,
2000, pp. 679-680.

144.

145.

146.

147.
148.
149.

150.
151.
152.

153.
154.

155.
156.
157.
158.
159.
160.
161.

162.

163.
164.
165.

166.

167.

168.

169.
170.
171.
172.
173.
174.

175.

176.
177.
178.
179.
180.
181.
182.

Chapter 4 @ Biotechnology and Drug Discovery 155

Facts and Comparisons. St. Louis, MO, Facts and Comparisons,
2000, pp. 355.

Facts and Comparisons. St. Louis, MO, Facts and Comparisons,
2000, pp. 1529-1531.

Facts and Comparisons. St. Louis, MO, Facts and Comparisons,
2000, pp. 1505-1508.

Reichmann, L., et al.: Nature 332:323-327, 1983.

Cobbold, S. P., and Waldmann, H.: Nature 334:460-462, 1984.
Adair, J. R., et al.: In Crommelin, D. J. A., and Sindelar, R. D.
(eds.). Pharmaceutical Biotechnology: An Introduction for
Pharmacists and Pharmaceutical Scientists. Amsterdam, The
Netherlands, Harwood Academic Publishers, 1997, pp. 279-287.
Coiffier, B., et al.: N. Engl. J. Med. 346(4):280-282, 2002.
Maloney, D. G., et al.: Blood 90:2188-2195, 1997.

Grabenstein, J. D. (ed.): Immunofacts: Vaccines and Immunologic
Drugs. St. Louis, MO, Facts and Comparisons, 2002, pp. 406-413
and references therein.

Voliotis, D., et al.: Ann. Oncol. 11(4):95-100, 2000.

Grabenstein, J. D. (ed.): Immunofacts: Vaccines and Immunologic
Drugs. St. Louis, MO, Facts and Comparisons, 2002, pp. 414422
and references therein.

McConnell, H.: Blood 100:768-773, 2002.

Billaud, E. M.: Therapie 55(1):177-183, 2000.

Ponticelli, C., et al.: Drugs 1(1):55-60, 1999.

Kirkman, R. L.: Transplant. Proc. 31(1-2):1234-1235, 1999.
Vincenti, F.: N. Engl. J. Med. 338:161-165, 1998.

Oberholzer, J., et al.: Transplant. Int. 14(2):169-171, 2000.

Chan, G. L. C., Gruber, S. A., et al.: Crit. Care Clin. 6:841-892,
1990.

Hooks, M. A., Wade, C. S., and Milliken, W. J.: Pharmacotherapy
11:26-37, 1991.

Todd, P. A., and Brogden, R. N.: Drugs 37:871-899, 1989.

Topol, E. J., and Serruys, P. W.: Circulation 98:1802-1820, 1998.
Grabenstein, J. D. (ed.): Immunofacts: Vaccines and Immunologic
Drugs. St. Louis, MO, Facts and Comparisons, 2002, pp. 455-462
and references therein.

Gelmon, K., Arnold, A., et al.: Proc. Am. Soc. Clin. Oncol.
20(69a):Abstr. 271, 2001.

Slamon, D. J., Leyland—Jones, B., et al.: N. Engl. J. Med.
344(11):783-792, 2000.

Grabenstein, J. D. (ed.): Immunofacts: Vaccines and Immunologic
Drugs. St. Louis, MO, Facts and Comparisons, 2002, pp. 473-482
and references therein.

Hanauer, S. B.: N. Engl. J. Med. 334:841, 1996.

Bogard, W. C., Jr., et al.: Semin. Nucl. Med. 19(3):202-220, 1989.
Kassis, A. I.: J. Nucl. Med. 32(9):1751-1753, 1991.

Reilly, R. M.: Clin. Pharmacol. Ther. 10(5):359-375, 1991.
Reilly, R. M., et al.: Clin. Pharmacokinet. 28:126-142, 1995.
Grabenstein, J. D. (ed.): Immunofacts: Vaccines and Immunologic
Drugs. St. Louis, MO, Facts and Comparisons, 2002, pp. 535-543
and references therein.

Grabenstein, J. D. (ed.): Immunofacts: Vaccines and Immunologic
Drugs. St. Louis, MO, Facts and Comparisons, 2002, pp. 544-554
and references therein.

Quattrocchi, E., and Hove, I.: US Pharm. 23(4):54-63, 1998.
Rios, M.: Pharm. Tech. 25(1):34-40, 2000.

Ramsey, G.: Nat. Biotech. 16:40—44, 1998.

Khan, J., et al.: Biochim. Biophys. Acta 1423:17-28, 1999.
Persidis, A.: Nat. Biotech. 16:393-394, 1998.

Borman, S.: Chem. Eng. News 78:31-37, 2000.

Lau, K. F., and Sakul, H.: Annu. Rep. Med. Chem. 36:261-269, 2000.



C H A/P\T E R

Immunobiologicals

JOHN M. BEALE, JR.

CHAPTER OVERVIEW
The immune system constitutes the body’s defense against
infectious agents. It protects the host by identifying and
eliminating or neutralizing agents that are recognized as
nonself. The entire range of immunological responses af-
fects essentially every organ, tissue, and cell of the body.
Immune responses include, in part, antibody (Ab) produc-
tion, allergy, inflammation, phagocytosis, cytotoxicity,
transplant and tumor rejection, and the many signals that
regulate these responses.' At its most basic, the human im-
mune system can be described in terms of the cells that com-
pose it. Every aspect of the immune system, whether innate
and nonspecific or adaptive and specific, is controlled by a
set of specialized cells. Thus, this discussion of some of the
fundamentals of immunology begins with the cells of the
immune system.

© CELLS OF THE IMMUNE SYSTEM

All immune cells derive from pluripotent stem cells in the
bone marrow. These are cells that can differentiate into any
other cell type, given the right kind of stimulus (Scheme 5.1).
Various modes of differentiation beyond the stem cell give
rise to unique cellular types, each with a specific function in
the immune system. The first stage of differentiation gives
rise to two intermediate types of stem cells and creates a
branch point.> These cells are the myeloid cells (myeloid lin-
eage) and the lymphoid cells (lymphoid lineage). Carrying
the lineage further leads to additional branching. The myeloid
cells differentiate into erythrocytes and platelets and also
monocytes and granulocytes. The lymphoid cell differenti-
ates into B cells and T cells, the cells that are at the center of
adaptive immunity. The switching system for each pathway
and cell type is governed by several colony-stimulating fac-
tors, stem cell factors, and interleukins. These control prolif-
eration, differentiation, and maturation of the cells.

Major Histocompatibility Antigens:
Self versus Nonself

The development of most immune responses depends on the
recognition of what is self and what is not self. This determi-
nation must be clear and must be done in a very general way.
This recognition is achieved by the expression of specialized
surface markers on human cells. The major group of markers
involved in this recognition consists of surface proteins.
These are referred to as the major histocompatibility complex’
(MHC) or major histocompatibility antigens. Proteins ex-
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pressed on the cell surfaces are class | MHCs and class 11
MHC:s. Both classes are highly polymorphic and so are highly
specific to each individual. Class I MHCs can be found on
virtually all nucleated cells in the human body, whereas class
II MHC molecules are associated only with B lymphocytes
and macrophages. Class I MHCs are markers that are recog-
nized by natural killer cells and cytotoxic T lymphocytes.
When a class I MHC is coexpressed with viral antigens on
virus-infected cells, cytotoxic target cells are signaled. Class
II MHC molecules are markers indicating that a cooperative
immune state exists between immunocompetent cells, such as
between an antigen-presenting cell (APC) and a T-helper cell
during the induction of Ab formation.

Granulocytes®

If one views a granulocyte under a microscope, one can
observe dense intracytoplasmic granules. The granules
contain inflammatory mediators and digestive enzymes
that destroy invading pathogens, control the rate and
pathway of migration of chemotactic cells, and cause dila-
tion of blood vessels at the infected site. The increased
blood flow ensures that an ample supply of granulocytes
and inflammatory mediators reaches the site of infection.
There is a family of granulocytic cells, each member with
its own specialized function. Under microscopic examina-
tion, some granulocytes are seen to be multinuclear and
some mononuclear. The configuration of the nuclear re-
gion and the staining behavior provide ways of classifying
granulocytes.

Neutrophils*

Neutrophils are the primary innate defense against patho-
genic bacteria. They make up most (50%—75%) of the
leukocyte fraction in the blood. Microscopically, neu-
trophils have multilobed nuclei. They respond to chemical
motility factors, such as complement mediators released
from infected or inflamed tissues, and migrate to a site of in-
fection by the process of chemotaxis. There, they recognize,
adhere to, and phagocytose invading microbes.

Phagocytes

The phagocytic process is initiated by contact and adhesion
of an invading cell with a phagocyte cell membrane.
Adhesion triggers a process whereby the phagocytic cell ex-
trudes pseudopodia that surround the adhering microbe. As
this process progresses, the microbe is actually surrounded
by the phagocyte cell membrane. Then, invagination of the
membrane fully engulfs the particle, and the membrane is
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Scheme 5.1 @ Lineages of blood cells. All blood cells derive from a pluripotent stem
cell. Various cytokines direct the cells into their specific populations.

resealed with the particle encased inside an intracellular vac-
uolar body called a phagosome. Lysosomes in the cytoplasm
then fuse with the phagosome to form phagolysosomes. The
antimicrobial compounds in the phagosomes and lysosomes
kill the engulfed pathogen and enzymatically cleave its re-
mains into smaller pieces.

Eosinophils®

Eosinophils are granulocytes that can function as phago-
cytes, but much less efficiently than neutrophils can. They
are present as 2% to 4% of blood leukocytes. Their name
derives from the intense staining reaction of their intracellu-
lar granules with the dye eosin. Eosinophil granules contain
inflammatory mediators such as histamine and leukotrienes,
so it makes sense that these cells are associated with the
allergic response. Clues to the functions of eosinophils come
from their behavior in certain disease states. Eosinophil
counts are elevated above normal in the tissues in many
different diseases, but they are recognized primarily for their
diagnostic role in parasitic infections and in allergies.
Eosinophils have a unique mode of action that lends to their
extreme importance. Unlike neutrophils, eosinophils need
not phagocytose a parasite to kill it. Indeed, some parasites
are too large to allow phagocytosis. Eosinophils can physi-
cally surround a large parasite, forming a cell coat around
the invader. Eosinophil granules release oxidative substances
capable of destroying even large, multicellular parasites.
Hence, even when phagocytosis fails, a mechanism exists to
destroy large parasites.

Mast Cells and Basophils

Mast cells and basophils also release the inflammatory me-
diators commonly associated with allergy. Mast cells are es-
pecially prevalent in the skin, lungs, and nasal mucosa; their
granules contain histamine. Basophils, present at only 0.2%
of the leukocyte fraction in the blood, also contain histamine
granules, but basophils are found circulating in the blood

and not isolated in connective tissue. Both mast cells and
basophils have high-affinity immunoglobulin E (IgE) recep-
tors. Complexes of antigen molecules with IgE receptors on
the cell surface lead to cross-linking of IgE and distortion of
the cell membrane. The distortion causes the mast cell to
degranulate, releasing mediators of the allergic response.
Because of its association with hypersensitivity, IgE has
been called “reagin” in the allergy literature. Diagnostically,
IgE levels are elevated in allergy, systemic lupus erythe-
matosus, and rheumatoid arthritis. Cromolyn sodium is a
drug that prevents mast cell degranulation and thus blocks
the allergic response. Cromolyn is used in asthma.

Macrophages and Monocytes*>

Macrophages and monocytes are mononuclear cells that are
capable of phagocytosis. In addition to their phagocytic ca-
pabilities, they biosynthesize and release soluble factors
(complement, monokines) that govern the acquired immune
response. The half-life of monocytes in the bloodstream is
about 10 hours, during which time they migrate into tissues
and differentiate into macrophages. A macrophage is a ter-
minally differentiated monocyte. Macrophages possess a
true anatomical distribution because they develop in the
tissues to have specialized functions. Special macrophages
are found in tissues such as the liver, lungs, spleen, gastroin-
testinal (GI) tract, lymph nodes, and brain. These specific
macrophages are called either histiocytes (generic term) or
by certain specialized names (Kupffer cells in liver,
Langerhans cells in skin, alveolar macrophages in lung)
(Table 5.1). The entire macrophage network is called the
reticuloendothelial system. Other macrophages exist free in
the tissues, where they carry out more nonspecific functions.
Macrophages kill more slowly than neutrophils but have a
much broader spectrum. It has been estimated that more
than 100 soluble inflammatory substances are produced by
macrophages. These substances account for macrophages’
prolific abilities to direct, modulate, stimulate, and retard the
immune response.
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TABLE 5.1 The Reticuloendothelial System

Tissue Cell

Liver Kupffer cells

Lung Alveolar macrophages (dust cells)
Peritoneum Peritoneal macrophages

Spleen Dendritic cells
Skin Langerhans cells
Brain Microglial cells

Macrophages possess a very specialized function; they
act as APCs (Fig. 5.1). APCs are responsible for the prepro-
cessing of antigens, amplifying the numbers of antigenic de-
terminant units, and presenting these determinant structures
to the programming cells of the immune system. APCs in-
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ternalize an organism or particle and digest it into small
fragments still recognizable as antigen. The fragments are
conjugated with molecules of the major histocompatibility
complex 2 (MHC-II). These complexes are responsible for
self or nonself cell recognition and ascertain that cells being
processed are not self. MHCs also direct the binding of the
antigenic determinant with immunoreactive cells. Once the
antigen—-MHC-II complex forms, it undergoes transcytosis
to the macrophage’s cell surface, where B lymphocytes and
T-helper cells recognize the antigen via the B surface Ab
and T-cell receptors. It is this step that transfers specificity
and memory information from the determinant into the im-
mune system through the modulation of B-cell differentia-
tion. Under the regulatory influence of the T-helper cells,
B cells are stimulated to differentiate into plasma cells that
produce Ab. The T-helper cells accelerate and retard the
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Figure 5.1 ® Antigen capture and presentation by a macrophage lead to clones of

Ab-producing plasma cells and memory B cells.



process as necessary. Thus, unlike the granulocytes, which
have only destructive functions, monocytes and macro-
phages regulate and program the immune response.

The Lymphoid Cell Line: B and T Cells?

The lymphoid cell line differentiates into two types of
lymphocytes, the B lymphocytes and the T lymphocytes.
These cells constitute only about 20% to 45% of blood
leukocytes. They are small cells, only slightly larger than an
erythrocyte, but B and T cells can be identified microscopi-
cally by large nuclei that occupy most of the cytoplasmic
volume. The nuclei are large to contain enough DNA to en-
able the T and B cells to biosynthesize massive amounts of
protein needed to carry out their immune functions. T lym-
phocytes are involved in cell-mediated immunity (CMI); B
lymphocytes differentiate into Ab-producing plasma cells.
B lymphocytes express antibodies on their surfaces that bind
antigens. T lymphocytes express specialized T-cell recep-
tors on their surfaces that bind major histocompatibility
complex 1 (MHC-I) and 2 (MHC-II) complexed with anti-
genic peptide fragments.

© IMMUNITY

Immunity in humans can be conceptualized in several dif-
ferent ways. If just the type and specificity of the immune
response are considered, the ideas of innate and acquired
immunity are used. If only the components that are involved
in the immune response are considered, the processes can be
divided into humoral and cellular immunity. If the location
of the immune response is considered, we find that the im-
mune system consists of serosal (in the serum) immunity
and mucosal (on mucosal epithelium surfaces) immunity.

Innate Immunity

Innate immunity is the most basic form of immunity and in-
cludes immune systems that are present in a human from
birth. A clear distinction must be made between innate im-
munity and acquired (adaptive) immunity, which develops
after birth, and then only after an antigenic challenge (Table
5.2). Innate immunity is the first line of defense against inva-
sion by microbes and can be characterized as fast in re-
sponse, nonspecific, and lacking in memory of the challenge.
Acquired immunity develops through a complex system of
reactions that are triggered by invasion with an infectious
agent. It is slow in response to an infection, is highly specific,
and has memory of previous infections. The memory, or
anamnestic response, is responsible for the extremely rapid
development of the immune response with subsequent chal-
lenges and is a hallmark of acquired immunity.

TABLE 5.2 Characteristics of Innate versus Acquired
Immunity

Innate Immunity Acquired Immunity

Present from birth Develops later

Rapid Slow
Nonspecific Specific
No memory Memory
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There are three separate components of innate immu-
nity that work in concert to provide the whole response.
There are physical barriers, cellular barriers, and soluble
factors. The physical barriers include the largest, most ex-
posed organ of the body (the skin), the mucosa, and its as-
sociated mucus. The keratinized layer of protein and lipid
in the stratum corneum of the skin protects physically
against various environmental, biological, and chemical
assaults. The protection afforded by mucosal surfaces,
such as those that are found in the throat, mouth, nose, and
GI tract, is due to a surface epithelium. The epithelium
consists of single or multiple layers of epithelial cells with
tight gap junctions between them. This type of structure
provides an impermeable physical barrier to microorgan-
isms. Most of the time, epithelium is further protected by
the secretion of mucus, such as from goblet cells in the GI
mucosa. Mucus is a viscous layer consisting of glycopep-
tide and an acidic glycoprotein called mucin. Mucus can
prevent penetration of microbial cells into the epithelium,
significantly decreasing the possibility of infection by the
mucosal route. Other components of the physical barriers
in innate immunity are the tears (containing lysozyme), the
acidic pH of the stomach, the low pH and flow of the urine,
and the cilia in the lungs that constantly beat upward to re-
move inspired particulates and microbes.

Two components of the cellular innate immune re-
sponse have already been discussed, granulocytes in the
blood and tissue macrophages. When an infection occurs
in the tissues, chemotactic factors liberated at the site mi-
grate down a concentration gradient to the surrounding
area. These agents make the capillary beds porous.
Neutrophils follow the concentration gradient across the
endothelium to the site of infection. There are three types
of chemotactic factors: (a) formylmethionyl (f-Met) pep-
tides released from the invading bacteria, (b) leukotrienes
secreted by phagocytes, and (c) peptide fragments released
from activated complement proteins such as Cs, and Cs,.
Neutrophils and macrophages engulf and destroy microor-
ganisms by phagocytosis. Nonphagocytic cells are also in-
volved in the innate immune response, providing soluble
chemical factors that enhance the innate response.

Soluble factors of innate immunity include (a) bacteri-
cidal factors, (b) complement, and (c) interferon. A bacte-
ricidal factor (Table 5.3) is an agent that kills bacteria.
Perhaps the most fundamental bactericidal factor is the
acid in the stomach. Secreted by goblet cells in the mu-
cosal epithelial lining, stomach acid is responsible for dis-
posing of most of the microbes that are consumed orally.
Phagocytes or hepatocytes produce the other bactericidal
factors. Most of these are directed toward the phago-
some, where the predigested, phagocytically encapsulated

TABLE 5.3 Bactericidal Factors

Factor Formation Site of Action

Oxygen ions and Induced Phagosomes
radicals

Acid hydrolases Preformed Lysosomes

Cationic proteins Preformed Phagosomes

Defensins Preformed Phagosomes or

extracellular
Lactoferrin Preformed Phagosomes
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TABLE 5.4 Acute Phase Factors

Acute Phase Factor Function/Activity

Chemotaxis and enhancement of
phagocytosis

Inhibition of proteases

Control of the complement
cascade

Blood coagulation

C-reactive protein

a-Antitrypsin
Complement factors

Fibrinogen

bacterial cell is enclosed. The antimicrobial factors kill the
immobilized microbes.

There are two types of antimicrobial factors, those that
are preformed inside the phagocyte and one that is induced
in response to the phagocytic process. The most impor-
tant of the antimicrobial mechanisms is the respiratory
burst, which generates oxygen radicals—superoxide, hy-
droxyl radicals, and hydrogen peroxide. The respiratory
burst is the only induced mechanism. All of the active
oxygen species are highly destructive to bacterial as well
as host cells, so they are not produced until they are
needed. The defensins are arginine- or cysteine-rich
bactericidal peptides that exhibit an extremely broad spec-
trum of antimicrobial activity. The defensins will kill
bacteria (Gram-positive and Gram-negative), fungi, and
even some viruses. The mechanism of action of the de-
fensins is unknown, but because the peptides are highly
charged in an opposite sense to bacterial cell membranes,
an electrostatic, membrane-disruptive interaction might be
involved. Bacteria have an absolute requirement for iron,
and to compete with the host for this element, they secrete
high-affinity siderophore factors that scavenge iron from
the host’s stores. Lactoferrin is a substance produced by
the host that binds iron more tightly than the bacterial
chelator, preventing the invading organism’s access to a
critical nutrient. Lysozyme is an important component of
the antimicrobial system. This enzyme hydrolyzes [1-4]-
glycosidic bonds, as in the peptidoglycan of bacterial cell
walls. Lysozyme is present in almost all body fluids, in-
cluding tears and saliva.

Hepatocytes produce an array of acute phase proteins
(Table 5.4) that are released into the serum during inflam-
mation or infection. These proteins do not act directly on
bacteria, but they augment the bactericidal activity of other
antimicrobial factors.

COMPLEMENT

Complement is a system of at least 20 separate proteins and
cofactors that continuously circulate in the bloodstream.
Complement acts to kill bacterial cells that are missed by
the neutrophils and the macrophages. There are actually
two separate complement pathways. One, the classical
pathway, operates in the adaptive or acquired immune re-
sponse. The classical pathway has an absolute requirement
for an Ab-antigen complex as a trigger. The other, the
alternative pathway, requires no Ab or antigen to initiate
and is operative in innate immunity. Both pathways oper-
ate in a tightly regulated cascade fashion. The proteins
normally circulate as inactive proenzymes. When the path-
ways are activated, the product of each step activates the
subsequent step.

Cc

A **»B*’l
C* ——
D*—»l

No star: inactive proenzyme .
Star: active enzyme E

THE ALTERNATIVE COMPLEMENT PATHWAY

In the alternative pathway, C3 is the initiating peptide (Fig.
5.2). In the serum, C3 is somewhat unstable (it is sensitive
to proteases) and spontaneously decomposes into a large,
active C3b fragment and a smaller, catalytically inactive

Spontaneous
Dissociation

C3b+C3a

Surface-Bound C3b

“Normal” Conditions Activating
No Activating Surface
Surface Present

H - C3HH

—1

C3bB wpemesss—= B

l._n

IC3b C3bBb + Ba
l l P
C3c C3bBbP

Figure 5.2 ® Control of the alternative complement
pathway by activating surfaces. When complement com-
ponent C3b binds to a surface, there exist two possible
outcomes. Under normal conditions, when no activating
surface is present (e.g., if C3b has contacted normal tis-
sue), sequential addition of blood cofactors H and | con-
verts C3b into C3¢, inactivating the complement protein.
If an activating surface such as a microbe or damaged
tissue is encountered, sequential addition of factors B
and D drives the alternative pathway to the normal
properdin (P) intermediate, and the complement cas-
cade is triggered. The properdin-containing component
(C3bBbP) feeds back to the beginning of the pathway,
generating more C3.
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Figure 5.3 ® The function of interferon. When a virus infects a host cell, the cell ex-
presses interferon. Interferon activates natural killer cells, causing killing of the infected
host cells and elimination of the reservoir of infection. At the same time, interferon
induces an antiviral state in neighboring cells, effectively breaking the cycle of infection.

C3a fragment. C3b now becomes bound to a surface, and it
has two fates. We can define two types of surfaces. One, the
nonactivating surface, is a surface that contains sialic acid or
other acidic polysaccharides. The other, an activating sur-
face, contains none of the acidic polysaccharides or sialic
acid. This type conforms to a bacterial cell surface. Under
normal circumstances, C3b will bind to a nonactivating sur-
face. On binding, the C3b fragment becomes associated
with factor H, a B-globulin that associates with an « chain
on C3b. Sialic acid increases the affinity for factor H 100-
fold. Factor H alters the shape of C3b in such a way that it
becomes susceptible to attack by factor I, a serine esterase
that cleaves the o chain of C3b, producing inactive iC3b.
Attack by another protease produces a fragment designated
C3c. In this pathway, factor H accelerates the decay of C3b.
When factors H and I work together, they destroy C3b as
fast as it is produced and shut down the pathway.

If C3b binds to an activating surface, the ability to bind
to factor H is reduced, and C3b binds to a protein called fac-
tor B, forming C3bB. Bound factor B is cleaved by factor D
into a fragment called Bb. The complex C3bBb has high C3-
convertase activity and stimulates the pathway further.
Factor P (properdin) binds to the complex, extending the
half-life of C3bBbP. This fragment binds to the terminal
complement components (C5-C9), creating a membrane at-
tack complex and thus lysing the cell.

THE CLASSICAL COMPLEMENT PATHWAY

The classical complement pathway differs from the
alternative pathway in that it requires a trigger in the form
of an antigen—Ab complex. Only two antibodies can fix

complement—IgG and IgM. The classical pathway is
shown in Figure 5.3. The small fragments that are cleaved
from the proenzymes have activities such as chemotactic
stimulation and anaphylaxis. The bar over the names of
some components of the pathway denotes an active com-
plex. Note that the classical pathway does not operate with
C1 to C9 in sequence. Rather, the sequence is C1, C4, C2,
C3, C5, C6, C7, C8, and C9.

INTERFERONS

An important antiviral system is provided by the interferons
(Table 5.5 and Fig. 5.4). The interferons are peptides that,
when viral infection occurs, carry out three distinct func-
tions. First, they send a signal to a natural killer cell that es-
sentially leads to the self-destruction of the infected cell.
Second, they induce an antiviral state in neighboring cells,
limiting the viral infection. Third, when interferon receptors
are bound on a target cell, the induction of the formation of
antiviral proteins occurs. One such protein is the enzyme
2',5"-oligoadenylate synthetase. This enzyme catalyzes the
reaction that converts ATP into 2’,5'-oligoadenylate. This
compound activates ribonuclease R, which possesses the
specificity to hydrolyze viral RNA and thus can stop propa-
gation of the virus inside the cell.

Acquired (Adaptive) Immunity

When the host is exposed to an antigen or organism that
has been contacted previously, the adaptive immune re-
sponse ensues. The adaptive immune response works
through the B and T lymphocytes, which possess surface

TABLE 5.5 Interferons

Interferon Producing Cells Producing Mechanism Isotypes Molecular Mass Receptor
Type 1

IFN-a Leukocytes 17 16-27 kDa 95-110 kDa
IFN-B Fibroblasts Viral infection 1 20 kDa 95-110 kDa
Type 2

IFN-y T lymphocytes Mitogen stimulation 1 20-24 kDa 90-95 kDa
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Figure 5.4 ® Classical complement pathway.

receptors specific for each invading organism. To account
for all possible permutations of antigenic structure, natural
and synthetic, that the host might encounter, the adaptive
immune system uses genetic recombination of DNA and
RNA splicing as a way of encoding its antibodies.
Lymphocytes can recognize an estimated 10’ different
types of antigens through this genetic recombination mech-
anism, far more than a person is likely to encounter during
a lifetime. Adaptive immunity is Ab-mediated immunity,
based on circulating pools of antibodies that react with, and

Disulfide Bonds

Fc Region

Constant Regions

/

Variable Regions

inactivate, antigens. These antibodies are found in the glob-
ulin fraction of the serum. Consequently, antibodies are
also referred to as immunoglobulins (Ig). The adaptive im-
mune response has the property of memory. The sensitivity,
specificity, and memory for a particular antigen are re-
tained, and subsequent exposures stimulate an enhanced re-
sponse. Hence, the adaptive immune response differs from
the innate in two respects: specificity and memory.

The adaptive immune response, like the innate, can be
divided into two branches: humoral immunity and CMI.
Humoral immunity is circulating immunity and is mediated
by B lymphocytes and differentiated B lymphocytes known
as plasma cells. CMI is controlled by the T lymphocytes.
The immune function of T lymphocytes cannot be trans-
ferred by serum alone; the T cells must be present, whereas
the immunity of the humoral system can be isolated from
the serum and transferred. T cells are specially tailored to
deal with intracellular infections (such as virus-infected
cells), whereas B cells secrete soluble antibodies that can
neutralize pathogens before their entry into host cells. Both
B and T cells possess specific receptors on their surfaces to
recognize unique stimulatory antigens. When B cells are
stimulated, they express specific Ig or surface antibodies
that are capable of binding to the antigen. A fraction of the
B-cell population does not differentiate into Ab-producing
cells but forms a pool of cells that retain the immunologi-
cal memory. T cells express a specific antigen receptor, the
T-cell receptor, similar in structure to the surface Ig recep-
tor of B cells. This receptor is activated by a piece of
processed antigen (presented with MHC-II). Activated T
cells release soluble factors such as interleukins, cytokines,
interferons, lymphokines, and colony-stimulating factors,
all of which regulate the immune response. Interactions
with some of these help to regulate the B-cell activity, di-
recting the innate immune response.

IMMUNOGLOBULIN STRUCTURE AND FUNCTION

An Ab or Ig is composed of peptide chains with carbohy-
drate pendant groups. A schematic of the Ab IgG is shown
in Figure 5.5. The peptide chains form the quaternary
structure of the Ig, while the carbohydrate moieties serve

VL
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Antigen-Binding Regions

/ (Fab)
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A

Figure 5.5 @ Structure of immunoglobulin G (IgG), showing antigen-binding regions

and key elements of the molecule.



as antigen-recognition groups and probably as conforma-
tion-stabilizing units. The general structure of the Ig looks
something like a Y, with the antigen-binding regions at the
bifurcated end. In this area are peptide sequences that are
“programmable” by the immune system to allow the Ig to
recognize a large number of antigens.

Treatment with either of two enzymes, papain or pepsin,
digests an Ab into fragments that are useful in understand-
ing its molecular structure. Papain clips the Ab into two
fragments that contain the antigen-binding regions. These
fragments have been termed the Fab, or antigen-binding,
fragment. The remaining part of the Ab after papain diges-
tion contains two peptide chains linked by a disulfide bond.
Treatment of the same Ab with pepsin yields the two Fab
units joined by the disulfide bond, plus two of the distal
peptide chains. These distal units have been crystallized
and, hence, are termed the Fc fragment (for “crystalliz-
able”). The disulfide bond, therefore, provides a demarca-
tion between the two molecular regions. The nomenclature
of an Ab includes a high-molecular weight, or heavy, chain
on the inside and a low—molecular weight, or light, chain
on the outside.

IMPORTANT FEATURES OF ANTIBODY
MOLECULAR STRUCTURE#*®

As stated previously, the tip end of the Fab region binds
antigen. There are two of these regions, so we say that the
Ab is bivalent and can bind two antigen molecules. The
overall amino acid sequence of the Ab dictates its confor-
mation. The peptide sequence for most antibodies is simi-
lar, except for the hypervariable regions. The amino acid
sequence at the end of the heavy chain (Fc) determines the
class of the Ig (i.e., IgG, IgM, etc.). All antibodies resem-
ble each other in basic shape, but each has a unique amino
acid sequence that is complementary to the antigen in a
“lock-and-key” interaction (antigen—Ab specificity).
Some, such as IgM, are pentamers of IgG (Fig. 5.6). In re-
ality, the lock-and-key model is too simplistic, and an in-
duced fit model is preferred.

ANTIBODY PRODUCTION AND PROGRAMMING OF
THE IMMUNE SYSTEM

The main element of the programming portion of the im-
mune system is the macrophage. A common property of
macrophages is phagocytosis, the capacity to engulf a par-
ticle or cell through invagination and sealing off of the
cell membrane. The macrophages involved in the immune
response set in motion a unique amplification process, so
that a large response is obtained relative to the amount of
antigen processed. The macrophages engulf antigenic par-
ticles and incorporate them into their cytoplasm, where
the antigens are fragmented. The fragments are then com-
bined with MHC-II, displayed on the cell membrane of
the macrophage, and presented to the immune system.
The presented antigens interact with B cells, causing dif-
ferentiation to plasma cells and Ab secretion. T-helper
cells also interact with the presented antigen and are stim-
ulated to cause the B cells to proliferate and mature.
Plasma cells are monoclonal (genetically identical) and
produce monoclonal Ab. The process, from the pluripo-
tent stem cell, to the B and T cells, to the plasma cells, is
shown in Figure 5.1.
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Figure 5.6 ® Pentameric structure of immunoglobulin
M (IgM).

ANTIBODY FORMATION?

Figure 5.1 also indicates the actual Ab-producing steps.
Plasma cells are clones of Ab-producing cells, which am-
plify the Ab response by their sheer numbers. The plasma
cells can easily be regenerated if called on to do so by the
memory functions. A population of plasma cells is shown at
the bottom of the diagram. These are identical and amplify
and produce large quantities of Ab, proportionally much
greater than the amount of antigen that was initially
processed.

THE ANAMNESTIC RESPONSE®

Because the programmed immune system has the property
of memory, subsequent exposures to the same antigen are
immediately countered. The actual memory response is re-
ferred to as the anamnestic response, a secondary response
of high Ab titer to a particular antigen. This is due to “mem-
ory cell” formation as a result of the initial antigen stimulus
(sensitization or immunization). The anamnestic response is
demonstrated in Figure 5.7.

ANTIGEN-ANTIBODY REACTIONS*

An Ab is bivalent, and an antigen is multivalent, so lattice
formation can occur (Fig. 5.8). The complex may be fibrous,
particulate, matrixlike, soluble, or insoluble. These charac-
teristics dictate the means of its disposal. Four fundamental
reactions describe these processes: neutralization, precipita-
tion, agglutination, and bacteriolysis.

Neutralization

Neutralization is an immunological disposal reaction for
bacteria and for toxins (which are small and soluble). Once
they bind the Ab, they are no longer toxic because their ac-
tive site structures are covered and they cannot bind their



164  Wilson and Gisvold’s Textbook of Organic Medicinal and Pharmaceutical Chemistry

100
90

80 e
70 pl
60 i

Antibody Titer (Hypothetical)
(¢
o

™  ~_ 7
N
1 2 3 4 5 6 7 8

Time in Weeks

Figure 5.7 ® Diagram of the time course of the
anamnestic (memory) response. After the first immu-
nization (week 1), the titer of Ab increases slowly to a
low level and wanes. A challenge with the same antigen
(shown in the diagram at week 4) elicits rapid develop-
ment of a high titer of Ab in the blood.

targets. Examples of toxins are tetanospasmin (tetanus
toxin; Clostridium tetani) and diphtheria toxin. Both react
with specific receptors in the inhibitory interneurons of the
nervous system, causing spastic paralysis or flaccid paral-
ysis, respectively. When an Ab blocks the toxin’s receptor-
binding region, it can no longer bind to the neural receptors
and is rendered harmless. The toxin—Ab complex is soluble
and requires no further processing. The complex can then

Lattice Formation
./ Optimal Proportions
/
Vel 2\

Figure 5.8 ® Combining ratios of Ab and antigen.
Because the Ab is bivalent, there exist a set of condi-
tions under which optimal proportions yield a stable
lattice structure, neutralizing the antigen. If antigen or
Ab is in excess, the lattice will not form.

be eliminated by the kidneys. Bacteria are immobilized by
neutralization.

Precipitation

When a soluble antigen reacts with an Ab, it may form an
insoluble particulate precipitate. Such a complex cannot re-
main in the bloodstream in its insoluble state. These species
must be removed by the spleen or through the reticuloen-
dothelial system by phagocytosis.

Agglutination

Bacterial cells may be aggregated by binding to antibodies
that mask negative ionic surface charges and cross-link cel-
lular structures (Fig. 5.8). The bacteria are thus immediately
immobilized. This limits their ability to maintain an infec-
tion, but it forms a particulate matrix. This type of complex
must also undergo elimination through the reticuloendothe-
lial system.

Bacteriolysis

Bacteriolysis is a complement-mediated reaction. The last
five proteins in the cascade self-assemble to produce a
membrane attack complex that disrupts the cell membranes
of bacteria, acting like bacitracin or amphotericin B. The
cell membranes lose integrity, cell contents leak out, mem-
brane transport systems fail, and the cell dies. This type of
reaction yields products that require no special treatment.

ANTIBODY TYPES AND REACTIONS

Ab types and reactions are classified on the basis of varia-
tions in a common section of the Fc fragment that governs
biological activity in a general way.

lgG

IgG (Fc = v) (Fig. 5.5) participates in precipitation reac-
tions, toxin neutralizations, and complement fixation. IgG is
the major (70%) human Ig. The Fab tip fixes antigen, and
the Fc fragment can fix complement to yield agglutination
or lysis. IgG is the only immunoglobulin that crosses the
transplacental barrier and the neonatal stomach, so it pro-
vides maternal protection. IgG constitutes about 75% of the
total Ab in the circulation. It is present at a concentration of
about 15 mg/mL and has a half-life of 3 weeks, the longest
of any of the Ab types. The light chains of IgG can possess
either k or A variants. These slight differences in structure
are called isotypes, and the phenomenon is termed isotypic
variation.

IgM

IgM (Fc = u) (Fig. 5.6) is present at a concentration of
about 1.5 mg/mL and has a half-life of less than 1 week. This
Ab participates in opsonization, agglutination reactions, and
complement fixation. Opsonization, as stated previously, is a
“protein coating” or tagging of a bacterium that renders it
more susceptible to phagocytosis. A complex of the Fc por-
tion of IgM plus C3b of complement is that protein. IgM is
the first immunoglobulin formed during immunization, but it
wanes and gives way to IgG. IgM is a pentamer, and its ag-
glutination potency is about 1,000 times that of IgG. IgM is
also responsible for the A, B, and O blood groups. The fun-
damental monomeric IgM structure is much like that of IgG.
The pentamer is held together by disulfide bonds and a sin-
gle J (joining) peptide. The affinity of an IgM monomer for
antigen is less than that of IgG, but the multimeric structure
raises the avidity of the molecule for an antigen.
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Figure 5.9 ® Structure of immunoglobulin A (IgA), the
mucosal Ab that protects the Gl tract and the respiratory
mucosa.

IgA

IgA (Fc = ) (Fig. 5.9) is found in exocrine gland secretions
(milk, saliva, tears), where it protects mucous membranes
(e.g., in the respiratory tract). It is present in the serum as a
monomer at a concentration of 1 to 2 mg/mL, but humans se-
crete about 1 g of the dimer per day in the mucosal fluids.
Secretory IgA consists of two IgG-like units linked together
at the Fc regions by a peptide known as the secretory frag-
ment and a J fragment. The secretory fragment is actually part
of the membrane receptor for IgA. The IgA molecule on the
mucosal side of the membrane binds antigen, then binds to the
receptor. By a process of transcytosis, the I[gA—antigen com-
plex is moved from the mucosa to the bloodstream, where
IgG and IgM can react. Because it is distributed on the mu-
cosa, IgA has an anatomically specific distribution, unlike the
other antibodies. IgA is the mediator of oral polio vaccination
(the mucosal reaction gives way to systemic protection).

IgD

IgD (Fc = §) is present on the surface of B cells and, along
with monomeric surface IgM, is an antigen receptor that ac-
tivates Ig production. There is less than 0.1 mg/mL in the
bloodstream, and the half-life is only 3 days.

IgE

IgE (Fc = &) is the Ab responsible for hypersensitivity reac-
tions. IgE complexes have a high affinity for host cell sur-
faces and can damage the host. High levels of IgE are found
in persons with allergies of various types, as well as in au-
toimmune diseases. The Fc fragment is responsible for the
Ig—cell reactivity. An Ab-plus-antigen reaction yields the
typical Ab—antigen complex. The Fc portion of the Ab is ac-
tually part of the mast cell. When antigen binds to the Fab
portion of the Ab, the IgE molecules become cross-linked.
This probably distorts the membrane of the mast cells and
stimulates them to release histamine, which causes
bronchial constriction, itching, redness, and anaphylaxis.

© ACQUISITION OF IMMUNITY

Several types of immunity must be considered when de-
scribing vaccines and other immunobiologicals. Some are
artificial and some are natural. Natural immunity is endowed
by phagocytic white blood cells, lysozyme in tears, the skin,
and so on. Acquired immunity is acquired after birth (or by
passage from mother to fetus). Thus, immunity may be clas-
sified as follows:

* Active acquired immunity: The host produces his or her
own Ab.
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* Naturally acquired active immunity: Occurs on recovery
from a disease (or from antigen exposure).

* Artificially acquired active immunity: Occurs as a response
to sensitization by a vaccine or toxoid.

* Passive acquired immunity: The subject receives Ab from
an outside source, such as a y-globulin injection, or by
transplacental transfer.

* Naturally acquired passive immunity: Temporary neonatal
protection from maternal IgG passes to the fetus in utero;
this type of immunity is not long-lasting.

* Artificially acquired passive immunity: An Ab is given by
injection (e.g., by an antitoxin or a y-globulin injection).

Definitions of Immunobiologicals

Immunobiologicals include antigenic substances, such as
vaccines and toxoids, or Ab-containing preparations, such
as globulins and antitoxins, from human or animal donors.
These products are used for active or passive immunization
or therapy. All of the following are examples of immunobi-
ologicals:

* Vaccine: A suspension of live (usually attenuated) or inacti-
vated microorganisms (e.g., bacteria, viruses, or rickettsiae)
or fractions thereof, administered to induce immunity and
prevent infectious disease or its sequelae. Some vaccines
contain highly defined antigens (e.g., the polysaccharide of
Haemophilus influenzae type b [Hib] or the surface antigen
of hepatitis B), others have antigens that are complex or in-
completely defined (e.g., killed Bordetella pertussis or live
attenuated viruses).

Toxoid: A modified bacterial toxin that has been made
nontoxic but retains the ability to stimulate the formation
of antitoxin.

Immune globulin (IG): A sterile solution containing anti-
bodies from human blood. It is obtained by cold ethanol
fractionation of large pools of blood plasma and contains
15% to 18% protein. Intended for intramuscular adminis-
tration, IG is primarily intended for routine maintenance of
immunity in certain immunodeficient persons and for pas-
sive immunization against measles and hepatitis A. IG does
not transmit hepatitis B virus (HBV), human immuno-
deficiency virus (HIV), or other infectious diseases.
Intravenous immune globulin (IGIV): A product derived
from blood plasma from a donor pool similar to the IG
pool but prepared so it is suitable for intravenous use.
IGIV does not transmit infectious diseases. It is primarily
used for replacement therapy in primary Ab deficiency
disorders and for the treatment of Kawasaki disease, im-
mune thrombocytopenia purpura, hypogammaglobuline-
mia in chronic lymphocytic leukemia, and some cases of
HIV infection.

Specific immune globulin: Special preparations obtained
from blood plasma from donor pools preselected for a high
Ab content against a specific antigen (e.g., hepatitis B im-
mune globulin, varicella-zoster immune globulin [VZIG],
rabies immune globulin, tetanus immune globulin, vac-
cinia immune globulin, and cytomegalovirus immune
globulin). Like IG and IGIV, these preparations do not
transmit infectious disease.

Antitoxin: A solution of antibodies (e.g., diphtheria anti-
toxin and botulinum antitoxin) derived from the serum of
animals immunized with specific antigens. Antitoxins are
used to confer passive immunity and for treatment.
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Vaccination denotes the physical act of administering
a vaccine or toxoid. Immunization is a more inclusive
term denoting the process of inducing or providing im-
munity artificially by administering an immunobiological.
Immunization may be active or passive.

Immunobiologicals (Vaccines and
Toxoids)®"°

A vaccine may be defined as a solution or suspension of
killed or live/attenuated virus, killed rickettsia, killed or
live/attenuated bacteria, or antigens derived from these
sources, which are used to confer active, artificially ac-
quired immunity against that organism or related organisms.
When administered, the vaccine represents the initial expo-
sure, resulting in the acquisition of immunity. A subsequent
exposure or challenge (a disease) results in the anamnestic,
Or memory, response.

METHODS OF VACCINE PRODUCTION

Vaccine production methods have varied greatly over the
years and are best discussed according to a parallel chrono-
logical and sophistication approach.

Killed (Inactivated) Pathogen

In this method, the normal pathogen is treated with a strong,
denaturing disinfectant like formaldehyde or phenol. The
process denatures the proteins and carbohydrates that are es-
sential for the organism to live and infect a host, but if
treated properly, the surface antigens are left intact. The
process must be done carefully to control the unwinding of
proteins or carbohydrates by denaturation, because the
preparation must be recognized as the original antigen. The
main problems with killed pathogen vaccines are the follow-
ing: (a) if the vaccine is not inactivated totally, disease can
result; (b) if the preparation is overtreated, vaccine failure
usually results because of denaturation; (c) the production
laboratory must grow the pathogen in large quantities to be
commercially useful, putting laboratory technicians at risk;
and (d) the patient may experience abnormal and harmful
responses, such as fever, convulsions, and death. These vac-
cines typically are viewed as “dirty” vaccines, and some,
like the pertussis vaccine, have been associated with prob-
lems serious enough to warrant their temporary removal
from the market.

Live/Attenuated Pathogens

The word attenuated for our purposes simply means “low
virulence.” The true pathogen is altered phenotypically so
that it cannot invade the human host and cannot get ahead
of the host’s immune system. Low-pathogenicity strains
such as these were originally obtained by passage of the mi-
crobes through many generations of host animals. The idea
was that the animal and the pathogen, if both were to sur-
vive, needed to adapt to live with each other without either
partner being killed. Poliovirus is attenuated in this fashion
in monkey kidney tissue. In a live/attenuated vaccine, anti-
genicity is still required, as is infectivity (polio vaccine
yields an infection), but the host’s immune system must be
able to stay ahead of the infection. The key problems are
the following: (a) the vaccine cannot be used if the patient
is immunocompromised, has fever or malignancy, or is tak-
ing immunosuppressive drugs; (b) these vaccines should
not be used during pregnancy; and (c) the attenuated organ-

ism commonly reverts to the virulent strain, which was the
reason for the failure of some early polio vaccines. Today,
biological quality control is very stringent, and these prob-
lems have been eliminated.

Live/Attenuated Related Strain

The live/attenuated related strain is antigenically related so
that it can provide cross-immunity to the pathogen. For
example, cowpox virus can be used in place of smallpox
virus. The strains are antigenically similar enough so that
the host’s immune system reacts to the related strain to
provide protection against the normal pathogen. The main
advantage is that a true pathogen is not being used so that
the chance of contracting the actual disease is zero. The
problem with such vaccines is that they cause an infec-
tion. Cowpox is known to spread to the central nervous
system in 1 in 10° cases, causing a potentially fatal form of
meningitis.

Cellular Antigen from a Pathogen

The surface antigen (i.e., what is recognized as foreign) is
harvested from the pathogen, purified, and reconstituted
into a vaccine preparation. These antigens can take several
forms, including the carbohydrate capsule, as in Neisseria
meningitidis; pili, as in N. gonorrhoeae; flagella from motile
bacteria (the basis for an experimental cholera vaccine); or
the viral protein coat, as in the vaccine for hepatitis B.
Advantages of the method are that there is virtually no
chance of disease, contamination, or reversion and there are
no storage problems. This method is currently as close to a
“perfect approach” as we have. A problem is that the
pathogen must be grown under careful control or an unsure
source must be relied on. For example, hepatitis B vaccine
was originally prepared from the serum of a controlled
population of human carriers. Imagine the impact if one
of the carriers developed another blood-borne disease.
Additionally, these are strain-specific antigens (e.g., N. gon-
orrhoeae may require 1,500 different pilar antigens).
Acellular vaccines may exhibit lower antigenicity in the
very young and may require several injections for full im-
munological competence. To be safe and consistent, the
antigenic component must be identified. Given the complex
nature of biological materials, this is not always easy or
even possible.

Genetically Engineered Pathogens®

The techniques of genetic engineering have allowed the
pharmaceutical industry to prepare absolutely pure surface
antigens while totally eliminating the pathogenic organism
from the equation. As shown in Figure 5.10, the virus con-
tains surface antigens (designated by filled circles). Inside
the viral capsule is a circular piece of deoxyribonucleic acid
(DNA) containing genes for the various biological mole-
cules of the virus. The diagram shows, at about 3 o’clock, a
small piece of DNA that codes for the surface antigen. The
strategy is to isolate this piece of DNA and insert it into a
rapidly growing expression vector for production of the sur-
face protein. In this case, Escherichia coli serves as an ex-
cellent vector. It contains a plasmid that can be removed,
clipped open, and used as a cassette to carry the viral DNA.
Additionally, E. coli can be grown in batch to produce the
viral surface antigen. To begin, the DNA is removed from
the virus and the plasmid is removed from the vector. Viral
and bacterial nucleic acid is treated with a restriction
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Figure 5.10 ® Preparation of a genetically
engineered Ab.

endonuclease, which cleaves the DNA and plasmid at desig-
nated restriction sites. The viral DNA is cleaved into several
fragments, each of which is ligated into the E. coli plasmid
with a ligase enzyme. Plasmids are inserted into E. coli, and
the organism is grown in batch fermentation. The organisms
containing the gene for the viral surface protein can be sep-
arated by screening and purified to serve as the ultimate
antigen producer—free of contamination or pathogenic viral
particles. The pure antigen may then be constituted into a
vaccine and used in human hosts.

USE OF VACCINES IN COMBINATION: DOSING> "'

Types of Vaccines
There are three basic types of vaccine preparations that are
used clinically:

1. A simple vaccine contains one strain of a disease-causing
organism (e.g., plague vaccine, Pasteurella pestis, and
smallpox vaccine).

2. A multivalent vaccine is prepared from two or more
strains of an organism that cause the same disease (e.g.,
polio is trivalent). Administration of the multiple strains
is required for full protection because their antigens are
not cross-immunizing. The immune system must mount a
separate immune response to each strain.

3. A polyvalent vaccine is prepared from two or more or-
ganisms that cause different diseases. Polyvalent vac-
cines are given for convenience, primarily so that a child
can be given one shot rather than several. The measles—
mumps—rubella (MMR) vaccine is of the polyvalent type.
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Types of Dosing

Vaccines can be administered according to various dosing
regimens, depending on the vaccine type and the purpose of
the injection:

1. A single-dose vaccine is usually assumed to confer, with
one shot, “lifetime immunity.” The smallpox vaccine was
a single-dose vaccine.

2. In a multiple-dosing regimen, several doses are given,
spaced weeks or months apart, to get maximum immuno-
genicity. Multiple dosing is usually done with inactivated
vaccines, which are less antigenic. Multiple dosing is not
the same as a booster dose.

3. A booster dose is administered years after the initial im-
munization schedule (regardless of single or multiple first
dose). As a patient ages, Ab levels may wane. A booster
is used to bolster immunity. Also, boosters are used if a
patient is known or suspected to have been exposed to a
pathogen (e.g., tetanus).

4. A coadministered vaccine is possible only if one vaccine
does not interfere with another.

5. There are two physical forms of vaccines: A fluid vaccine
is a solution or a suspension of the vaccine in saline of
an aqueous buffer; the solution or suspension in an ad-
sorbed vaccine is adsorbed on a matrix of aluminum or
calcium phosphate. Like a sustained-release dosage form,
in theory, there is longer exposure via a depot injection.
The higher surface area of the matrix will be exposed
to the immune system. Generally, adsorbed vaccines are
preferred.

Pharmaceutical Principles of Vaccines

As expected for a live biological preparation, heat destroys
live viral and bacterial vaccines. If the agent is not killed, the
antigen may be altered. Like many biologicals, lyophilized
vaccines are unstable after reconstitution. Ice crystals formed
inside the protein structure during freeze-drying expand
during thawing and disrupt the structure of the vaccine. Live
vaccines can be inactivated by minute amounts of detergent.
Detergent residue adhering to glassware is concentrated
enough to act as a disinfectant. It is safe to use only plastic im-
plements specified for the vaccine. The suspending medium
may be sterile water, saline, or more complex systems con-
taining protein or other constituents derived from the medium
in which the vaccine is produced (e.g., serum proteins, egg
antigens, and cell culture-derived antigens). Concentrated Ab
suspensions (y-globulins) are typical amphiphilic proteins
and aggregate on storage. If injected, the particulates may
cause anaphylaxis. Preservatives may be components of vac-
cines, antitoxins, and globulins. These components are pres-
ent to inhibit or prevent bacterial growth in viral cultures or
the final product or to stabilize the antigens or antibodies.
Allergic reactions can occur if the recipient is sensitive to one
of these additives (e.g., mercurial compounds [thimerosal],
phenols, albumin, glycine, or neomycin).

Storage and Handling of Inmunobiologicals

Failure to follow the exact recommendations for storage and
handling of immunobiologicals can lead to an impotent
preparation. During reconstituting, storing, and handling of
immunobiologicals, the most important recommendation is
to follow the package insert exactly. Vaccines should al-
ways be stored at their recommended temperature. Certain
vaccines, such as polio vaccine, are sensitive to increased
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temperature. Other vaccines, such as oral polio vaccine, diph-
theria and tetanus toxoids, and acellular pertussis vaccine,
hepatitis B vaccine, influenza vaccine, and Hib conjugate
vaccine (Hib-CV; among others), are sensitive to freezing.

Viral Vaccines™
SMALLPOX VACCINE (DRYVAX)

Smallpox vaccine is live vaccinia (cowpox) virus grown on
the skin of a bovine calf. Smallpox is a highly lethal and dis-
figuring disease that was common throughout history.
Smallpox vaccine was used routinely in the United States
but today is no longer recommended. (There have been no
reported cases of smallpox since the 1940s.) In 1982, small-
pox was declared eradicated worldwide. With smallpox, the
risks of the vaccine outweigh the benefits; the vaccine pen-
etrates the central nervous system and potentially fatal en-
cephalitis occurs in 1 of 10° patients. After exposure to
smallpox, the vaccine can be injected to lessen the severity
of the disease.

INFLUENZA VACCINE'3-"7

Influenza vaccine is a multivalent inactivated influenza virus
or viral subunits (split vaccine). The virus is grown on chick
embryo and inactivated by exposure to ultraviolet (UV) light
or formaldehyde. The antigen type is protein. The vaccine in
the United States contains thimerosal, a mercurial, as a preser-
vative. Influenza is a respiratory tract infection with a 2-day
incubation period. The disease may be devastating and can
lead to pneumonia. Without the vaccine, influenza is common
in epidemics and pandemics. To clarify, the flu is a GI infec-
tion with diarrhea and vomiting. Influenza requires weeks of
incubation. Influenza is caused by two main genetic strains
each year (A and B): type A is most common in humans; type
B is less common. The virus mutates very rapidly, and vac-
cines must be tailored yearly. The World Health Organization
(WHO) and the Centers for Disease Control and Prevention
(CDC) monitor the migration of the disease from Southeast
Asia, type the strains causing the occurrences, and order a
vaccine to counter the organisms most likely to enter the
United States. Influenza A viruses are categorized according
to two cell surface protein antigens: hemagglutinin (H) and
neuraminidase (N). Each of these is divided further into sub-
types (H1, H2; N1, N2). Individual strains within a subtype
are named for the location, isolation sequence number, and
year of isolation (e.g., A/Beijing/2/90 [HIN1]). For example,
the WHO-recommended formula for 2001 to 2002 in-
cluded the following antigens: A/New Caledonia/20/99
(HIN1), A/Moscow/10/99 (H3N2), B/Sichuan/379/99, 15 ug
each per 0.5 mL. A typical vaccine will be a mixture of three
strains. Strains are selected each year in the spring on the
basis of the disease trends observed and are released in the au-
tumn. In general, those patients who are at high risk for com-
plications from influenza are the following:

* Persons 65 years of age or older

* Residents of nursing homes and other chronic-care facili-
ties that house persons of any age who have chronic med-
ical conditions

* Adults and children who have chronic disorders of the pul-
monary or cardiovascular systems, including asthma

¢ Adults and children who have required medical follow-
up or hospitalization during the preceding year because

of chronic metabolic diseases (including diabetes melli-
tus), renal dysfunction, hemoglobinopathies, or immuno-
suppression (including immunosuppression caused by
medications or HIV infection)

¢ Children and teenagers (aged 6 months—18 years) who are
receiving long-term aspirin therapy and, therefore, might
be at risk for developing Reye syndrome after influenza
infection

* Women who will be in the second or third trimester of
pregnancy during the influenza season

* Healthcare workers and those in close contact with persons
at high risk, including household members

* Household members (including children) of persons in
groups at high risk, including persons with pulmonary dis-
orders, such as asthma, and healthcare workers who are at
higher risk because of close contact

It is impossible to contract influenza from the vaccine.
The only side effects may be local pain and tenderness at
the injection site, with low-grade fever in 3% to 5% of pa-
tients. Aspirin and acetaminophen are effective in combat-
ing these symptoms. Allergic reactions are rare but may be
seen in persons allergic to eggs. Immunity to influenza vac-
cine takes 2 weeks to develop. Some people fear the vac-
cine because of reports of a strange paralysis and lack of
nerve sensation associated with the 1976 swine flu vaccine.
This problem, Guillain-Barré syndrome, was associated
only with this 1976 vaccine and has not been associated
with vaccines since.'”

POLIO VACCINES'820

Polio is a dangerous viral infection that affects both muscle
mass and the spinal cord. Some children and adults who
contract polio become paralyzed, and some may die because
of respiratory paralysis. Polio was the cause of the “infantile
paralysis” epidemic of 1950 to 1953, which led to many par-
alyzed children and the specter of patients spending their
lives in an iron lung. Serious cases of polio cause muscle
pain and may make movement of the legs and/or arms diffi-
cult or impossible and, as stated previously, may make
breathing difficult. Milder cases last a few days and may
cause fever, sore throat, headache, and nausea. Interest in
polio has increased because of recent local outbreaks; large
numbers of people are unimmunized. There are no drugs or
special therapies to cure polio; treatment is only supportive.
The symptoms of polio may reappear 40 to 50 years after a
severe infection. This phenomenon is known as postpolio
muscle atrophy (PPMA). PPMA is not a reinfection or reac-
tivation of the virus but is probably a form of rapid aging in
polio survivors. There are two types of polio vaccines.

Inactivated Polio Vaccine (IPV)

There are several synonyms for the IPV vaccine: [PV, e-IPV,
ep-IPV, and the Salk vaccine (1954 [IPOL, Aventis-
Pasteur]). e-IPV is an enhanced potency poliovirus, more
potent and immunogenic than any of the previous IPV for-
mulations. e-IPV is recommended for all four infant doses
because of the incidence of rare cases of oral polio vaccine
(OPV)-associated paralytic poliomyelitis. e-IPV is also pre-
ferred for adults for the same reason. IPV is a trivalent
(strains 1, 2, 3) vaccine grown in monkey kidney culture and
subjected to elaborate precautions to ensure inactivation
(typically, formaldehyde is used). The antigen form is whole



virus. The antigen type is protein. The vaccine is injected to
cause induction of active systemic immunity from polio but
does not stop polio carriers, who shed the virus from the oral
and nasal cavities.

Trivalent Oral Polio Vaccine (TOPV)

TOPYV (Sabin vaccine, 1960) is a live attenuated whole virus
vaccine (antigen type, protein) containing polio strains 1, 2,
and 3. The virus culture is grown on monkey kidney tissue
with the use of an elaborate attenuation protocol. Oral ad-
ministration of the vaccine yields a local GI infection, and
the initial immune response is via IgA (mucosal, local to the
GI tract). The IgA—antigen complex undergoes transcytosis
across the mucosal membrane, and systemic immunity is in-
duced as IgM and IgG form. A major caution with TOPV is
that it is a live vaccine and must never be injected.
Indications are the following:

* Mass vaccination campaigns to control outbreaks of para-
Iytic polio.

* Unvaccinated children who will travel in less than 4 weeks
to areas where polio is endemic.

* Children of parents who do not accept the recommended
number of vaccine injections. These children may receive
OPV only for the third or fourth dose or both. In such
cases, the healthcare provider should administer OPV only
after discussing the risk of OPV-associated paralytic po-
liomyelitis with parents or caregivers.

* e-IPV is recommended for routine use in all four immuniz-
ing doses in infants and children.

» The WHO has advocated giving children e-IPV instead of
TOPV to prevent exposure of others to virus shed through
the nose and mouth.*!??

RUBELLA VACCINE?3

German measles is a disease that was once called the “3-day
measles” and was considered a normal childhood illness. It
is a mild disease with few consequences, except in the first
trimester of pregnancy. In these mothers, rubella causes
birth defects in 50% of cases. Defects may include heart
disease, deafness, blindness, learning disorders, and sponta-
neous abortion of the fetus. Symptoms of rubella are a low-
grade fever, swollen neck glands, and a rash that lasts for
about 3 days. About 1 of every 10 women of childbearing
age in the United States is not protected against rubella.
Also, 20% of all adults escaped this normal childhood dis-
ease or are not vaccinated.

Rubella vaccine (German measles vaccine, live, Meruvax
I, Merck) is a live, attenuated rubella virus produced in
human diploid cell culture. The antigen form of the vaccine is
whole virus. The antigen type is protein. The vaccine is ad-
ministered as part of the normal immunization schedule at 15
months. Side effects are minimal, but there may be some sore-
ness and pain at the site of injection and stiffness of the joints.

A problem with the vaccine is that administration of a
live virus is contraindicated in pregnancy. Indications are
the following:

* Persons aged 12 months to puberty should be immunized
routinely.

* Previously unimmunized children of susceptible pregnant
women should receive the MMR vaccine. The trivalent
vaccine is preferred for persons likely to be susceptible to
mumps and rubella.
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* Immunization of susceptible nonpregnant adolescent or
adult women of childbearing potential is called for if pre-
cautions to avoid pregnancy are observed.

* Almost all children and some adults require more than one
dose of MMR vaccine.

* On the first routine visit to the obstetrician/gynecologist, the
immune status should be checked. If the woman is not im-
munized against rubella, the physician should administer the
vaccine and stress avoiding pregnancy for 3 months.

* If the patient is already pregnant, the physician should not
administer the vaccine.

* If exposure is suspected, the cord blood should be moni-
tored for the presence of rubella antibodies.

* All unimmunized women should be vaccinated immedi-
ately after delivery of the baby.

MEASLES VACCINE (ATTENUVAX, MERCK)?3

Measles is a very serious, highly contagious disease. It causes
a high fever, rash, and a cough lasting 1 to 2 weeks. Some pa-
tients experience extreme sensitivity to light. The rash may
occur inside the eyelids, producing a very painful condition.
In the United States, between 3,000 and 28,000 cases occur
each year, depending on factors such as weather and localized
outbreaks. Outbreaks are very common in neighborhoods and
schools. One of ten children contracting measles will develop
an ear infection or pneumonia. Measles may infect the brain
(encephalitis) and lead to convulsions, hearing loss, and men-
tal disability. In the United States, 1 of every 500 to 10,000
children contracting measles dies from it. Severe sickness and
death are more common in babies and adults than in elemen-
tary schoolchildren or teenagers. Measles has been linked to
multiple sclerosis. In 1977, a severe epidemic occurred in the
United States, and 50,000 cases were reported. Only 60% of
the population was vaccinated.

Measles vaccine is composed of live/attenuated measles
virus that is grown on chick embryo culture with an attenu-
ation protocol. Indications are the following:

* Selective induction of active immunity against measles
virus.

* Trivalent MMR vaccine is the preferred immunizing form
for most children and many adults.

* Almost all children and many adults require more than one
dose of MMR.

* Prior to international travel, persons susceptible to any of
the three viruses should receive the single-antigen vaccine
or the trivalent vaccine, as appropriate.

* Most persons born before 1956 are likely to have contracted
the disease naturally and are not considered susceptible.

* Persons born after 1956 or those who lack adequate docu-
mentation of having had the disease should be vaccinated.

The vaccine is required by law at 15 months and again at
11 to 12 years of age. The vaccine can be administered after
exposure to measles to lessen the disease severity. This is
because Ab to the vaccine develops in 7 days, while the in-
cubation period for the disease is 11 days. The vaccine
should not be administered in pregnancy and should always
be administered with great care to women of childbearing
age. Because measles vaccine is cultivated in egg medium,
care must be used in patients who are allergic to eggs and
egg products. For this reason, a test dose regimen is used.
The administration protocol is shown in Figure 5.11.
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MUMPS VACCINE?#25

Mumps virus causes fever, headache, and a painful
swelling of the parotid glands under the jaw. Mumps can be
serious and is highly contagious. Prior to the vaccine, the
disease was passed from child to child with ease. The dis-
ease runs its course over several days. Between 4,500 and
13,000 cases of mumps occur as outbreaks in the United
States every year. In severe cases, mumps may cause in-
flammation of the coverings of the brain and spinal cord
(meningitis); this occurs in about 10% of infected persons.
Swelling of the brain itself occurs in 1 of 200 patients. Men
may experience a painful swelling of the testicles (orchitis),
which may presage sterility. Women may experience a cor-
responding infection of the ovaries. Male teens are often
sicker than other groups of either sex. Mumps early in
childhood has been linked to the development of juvenile
diabetes.

The mumps vaccine (Mumpsvax, Merck) is a live, atten-
uated virus grown on chick embryo culture with attenuation
protocols. The antigen form is whole virus. The antigen type
is protein. Indications are the following:

* Induction of artificially acquired active immunity against
mumps.

* Before international travel, immunize any susceptible indi-
viduals with the single-antigen vaccine or the trivalent
MMR vaccine, as appropriate.

* Most children and some adults need more than one dose of
MMR vaccine.

* Persons born prior to 1956 are generally considered immune.

Caution. Mumps vaccine is supplied with a diluent. Use
only this diluent for reconstitution. Addition of a diluent
with an antimicrobial preservative can render the vaccine in-
active. The vaccine is normally administered to children at
15 months of age and again at 11 to 12 years. Because
mumps vaccine is cultivated in egg medium, care used to be
advised in patients allergic to eggs and egg products. Recent
data show that persons who are allergic to egg and egg prod-
ucts fail to react to the mumps vaccine.

COMBINATION PRODUCTS (POLYVALENT
VIRAL VACCINES)

If two or more vaccines are free of interference with each
other, they can be administered as a mixture (polyvalent)
for convenience. Examples of polyvalent viral vaccines
are measles—rubella (MR), rubella—mumps (RM), and
MMR. MMR is indicated for routine immunization at 15
months (not given at <1 year unless the child has been ex-
posed or lacks immunocompetence). This is because ma-
ternal Abs interfere with development of vaccine immu-
nity in small children. If the MMR is given at less than 1
year, revaccination is needed at 15 months of age.

CHICKENPOX VACCINE?"26-30

Chickenpox is caused by varicella-zoster virus. Every year,
about 3.5 million people in the United States, mostly chil-
dren, contract chickenpox. The incidence peaks between
3 and 9 years of age. Chickenpox causes a generalized
rash, with 300 to 500 blisterlike lesions occurring on
the scalp, face, and trunk. Symptoms include loss of ap-
petite, malaise, and headache. The disease is usually benign

but can lead to bacterial superinfection, pneumonia, en-
cephalitis, and Reye syndrome. About 50 to 100 previously
healthy children die of the disease. About 2% of all cases
occur in adults, who have more serious symptoms than chil-
dren have.

Varicella vaccine (Varivax, Merck) is derived from live
virus from a child with natural varicella. The virus has been
attenuated by passage through a series of guinea pig and
human cell cultures. The final preparation is a lyophilized
live, attenuated virus. The antigen form is whole virus. The
antigen type is protein. The vaccine is well tolerated, with
pain and redness at the injection site as the only side effects.
The vaccine has shown tremendous success in reducing in-
fections. Indications are the following:

* The vaccine is recommended for children 12 months to 12
years old as a single dose.

* Adults who are exposed to chickenpox should continue to
receive VZIG.

* In elderly persons, varicella vaccine can boost immunity to
varicella-zoster virus and may prevent or attenuate herpes
zoster (shingles) attacks.

HEPATITIS VACCINES30-40

Hepatitis is a complex of diseases that causes fever, nausea,
abdominal pain, jaundice, liver failure, and death. There are
five clinically recognized types (A, B, C, D, and E).

Hepatitis A Vaccine

Hepatitis A virus (HAV; infectious hepatitis) causes an acute
disease with an abrupt onset. About 15 to 50 days of incuba-
tion are required before the disease becomes clinically notice-
able. The primary sign is jaundice. The disease lasts several
weeks and is followed by complete recovery. Hepatitis A is
transmitted when the virus is taken in by mouth. The
fecal—oral route and close contact, unwashed food, and con-
taminated water account for most of the routes of transmis-
sion. The sexual anal-oral route is also a route of spread.
Children under the age of 3 frequently have no symptoms but
can transmit the disease to adults in child care centers. An in-
jection of hepatitis A immune globulin is one way of prevent-
ing the disease but is only effective for about 30 days.

The hepatitis A vaccine (Havrix) is an inactivated
preparation that is produced by propagation of the virus in
cultured human diploid cells and then is inactivated with
formalin. The antigen form is lysed whole viruses. The
antigen type is protein. The course of immunization in-
volves two injections over a 4-week period and a booster
12 months after the first injection. Indications are the
following:

* Persons traveling outside the United States, except to
Australia, Canada, Japan, New Zealand, and Western
Europe

* Persons with chronic liver disease

* Persons living in an outbreak zone

* Persons who inject medications

* Persons engaging in high-risk sexual activity

* Child care workers caring for children younger than 2
years of age

* Developing countries with poor sanitation

Side effects are minor and usually limited to soreness at
the injection site and fever.



Hepatitis B Vaccine

HBYV, the cause of serum hepatitis, is a much more insidious,
chronic disease, transmitted by needles, mucosal contact,
blood, or high-risk sexual activity. The highest risk for con-
traction of hepatitis B is among intravenous drug abusers. The
disease is linked to cirrhosis and liver cancer. There are about
200,000 new cases reported per year in the United States; of
these, 10% become carriers, one fifth die from cirrhosis, and
1,000 die from liver cancer. The hepatitis B vaccine was first
introduced in 1981. Initially, it was prepared as an inactivated
vaccine from the plasma of carefully screened human, high-
titer carriers/donors. In 1986, the recombinant DNA (rDNA)
vaccine (Engerix B, Recombivax) was introduced to the mar-
ket. The rDNA vaccine contains only viral subunits and may
be used with hepatitis B immune globulin in a postexposure
setting to boost the ability of the host to resist the infection. In
adults, three doses should be given, at 0, 1, and 6 months. In
children, the vaccine is given at birth, 1 month, and 9 months.
Administration may be delayed in premature infants whose
immune systems are not fully developed. If not immunized at
birth, a child should receive three doses by 18 months. If the
mother tests positive for hepatitis B, the vaccine plus the im-
mune globulin must be given at or shortly after birth. The vac-
cine is 95% effective and is typically without side effects.
Several high-risk groups have been identified: healthcare
workers, student healthcare workers, people living in high-
risk environments, and dentists. They should receive a three-
dose course of the vaccine. In most other cases, a physician
can judge whether a patient is at high risk or not. Side effects
of the vaccine are minor.

Hepatitis C Vaccine
Hepatitis C virus (HCV) was once called hepatitis non-A,
non-B but has been recognized as a separate entity. HCV
infection is spread primarily by the parenteral route (trans-
fusions), and unlike HBV, maternal—fetal and sexual trans-
mission are uncommon. Acute infection may show few
symptoms; fewer than 25% of patients develop full-blown
hepatitis. Administration of interferon alpha (IFN-«) during
the early acute phase can cure most patients. Unfortunately,
50% to 60% of those with HCV infection develop chronic
hepatitis. This is often manifested by periodic increases in
hepatic enzyme levels. Cirrhosis develops in 20% of chronic
infectees; this usually requires 15 to 20 years to develop.
Patients with HCV are at risk for hepatocellular carcinoma.
Estimates are that 150,000 to 170,000 new cases occur in
the United States per year. Intravenous drug users, transfu-
sion patients, and healthcare workers are at highest risk.
Development of an HCV vaccine proved difficult but
was accomplished in 1998. There are 15 genotypes, and the
virus can modulate its antigens within the host’s body. A
new approach using genetic material from the virus, analo-
gous to the approach to the influenza vaccine, is said to be
promising.*!

Hepatitis E

Hepatitis E virus (HEV) causes disease clinically indistin-
guishable from hepatitis A. Symptoms include malaise,
anorexia, abdominal pain, arthritis-like symptoms, and
fever. Distinguishing HEV from HAV must be done genet-
ically. The incubation period is 2 to 9 weeks. The disease is
usually mild and resolves in 2 weeks, with no sequelae. The
fatality rate is 0.1% to 1%, except in pregnant women where
the rate soars to 20%. No outbreaks have been reported in
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the United States as of 1996. There is currently no vaccine
against HEV.

ROTAVIRUS VACCINE

There is a rotavirus vaccine included in the Recommended
Childhood Immunization Schedule. This vaccine is used to
provide immunity against rotavirus, the most common cause
of severe diarrhea in children in the United States. All chil-
dren have at least one rotavirus infection in the first 5 years
of life, and there are about 20 deaths per year in this coun-
try. Children between the ages of 3 and 24 months of age
have the highest rates of severe disease and hospitalization.
The rotavirus vaccine is an oral vaccine, given as a series of
three doses. It is recommended that the vaccine be
administered at 2, 4, and 6 months of age. The most com-
mon side effect seems to be fever.

HUMAN PAPILLOMAVIRUS VACCINE

Human papillomavirus (HPV) is a sexually transmitted
virus. It is passed through genital contact (such as vaginal
and anal sex). The virus is also able to be transmitted by
skin-to-skin contact. At least 50% of people who have had
sex will have HPV at some time in their lives. Most con-
tractees do not display any signs, and HPV may resolve on
its own without causing any health problems.

Anyone who has ever had genital contact with another per-
son may have HPV. Both men and women may contract and
pass the virus often without knowing it. Because there may
not be any signs, a person may have HPV even if years have
passed since he or she had sex. A person is more likely to con-
tract HPV if he or she has sex at an early age, has multiple sex
partners, or has sex with a person who has had many partners.

There are many varieties of HPV. Not all of them cause
health problems. Some strains of HPV cause genital warts or
cervical cancer. HPV types 16 and 18 cause approximately
70% of cervical cancers. HPV types 6 and 11 cause approxi-
mately 90% of genital warts. There is no cure for the virus it-
self. There are treatments for genital warts, cervical changes,
and cervical cancers. In a patient with genital warts, even if
treated, the virus may still be present and may be passed onto
sex partners. Even if not treated, warts may resolve, stay the
same, increase in size, or increase in number. Warts such as
these will not become cancerous. All women should get reg-
ular Pap tests. The Pap test looks for cell changes caused by
HPV. The test finds cell changes early—so the cervix can be
treated before the cells become cancerous. The test can also
find cancer in its early stages, so it can be treated before it be-
comes too serious. Only rarely will a patient die from cervi-
cal cancer if the disease is caught early. There is a diagnostic
test for HPV. This test is approved by the U.S. Food and Drug
Administration (FDA) for HPV testing in women 30 years
old or older. This test may be able locate HPV even before
there are changes to the cervix. One can lower one’s chances
of getting HPV by abstinence, limiting the number of partners
and using condoms.

There is a vaccine for HPV. This vaccine, marketed as
Gardasil, prevents infection with HPV by virus subtypes 6,
11, 16, and 18. The vaccine is highly safe, and the only side
effect in a patient might be a slight fever. Redness and irrita-
tion at the site of injection is also possible. The vaccine
contains no live HPV virus, so it is impossible to get the dis-
ease from the vaccine. Gardasil is between 95% and 100%
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efficacious against HPV types 6, 11, 16, and 18. The vaccine
is approved by the FDA for girls and women with the age of
9 to 26 years. It is best to get the vaccine before becoming
sexually active. The vaccine is given in a three-shot regimen
after the first injection. The second injection is given 2
months later, and followed by a third injection 6 months after
the first injection. The vaccine will not treat or cure HPV. It
may help people who have one type of HPV from being in-
fected with other types. For example, if the patient has type 6
HPV, it may protect that patient from contracting type 16.

Bacterial Vaccines*'%4

PERTUSSIS VACCINE

Pertussis, also known as whooping cough, is a highly com-
municable infection caused by B. pertussis. B. pertussis pro-
duces an endotoxin that causes a spectrum of symptoms in a
host. Pertussis occurs mainly in children, and there is no ef-
fective treatment once the disease becomes manifest.
Bordetella endotoxin attacks the tracheal mucosa and causes
extreme irritation. The inflammatory responses produce the
characteristic “whooping inspiration” associated with per-
tussis. The swollen and irritated tissues may lead to choking
in children. The cough may last for months and is often
called the “hundred-day cough.” About 4,200 cases of per-
tussis occur yearly in the United States. Pertussis is most
dangerous to babies (younger than 1 year old). Even with
the best supportive medical care, complications occur. At
least 50% of pertussis patients must be hospitalized, 16%
get pneumonia, 2% develop convulsions, and 1 in 200 ba-
bies dies or has lifelong complications.

Pertussis vaccine has been highly controversial in recent
years. The original vaccine consisted of killed pertussis bacilli
(B. pertussis) and was considered somewhat “dirty.” Side ef-
fects such as fever and convulsions were common, and health
authorities in the United States, Japan, and the United
Kingdom decided that the risk of the vaccine outweighed
the risk of contracting the disease. In all three of these coun-
tries, pertussis vaccine was removed from the routine immu-
nization schedules. Almost immediately, pertussis, which had
been held in check, began to occur in epidemics. In 1992, a
new vaccine was developed that consists of bacterial frac-
tions, combined with tetanus and diphtheria toxoids. This
vaccine, called Acell-Immune, or diphtheria—tetanus—
acellular pertussis (DTaP), is safe and highly effective and
has been added to the routine immunization schedule. The
vaccine is adsorbed and is used for routine immunization as
the polyvalent preparation diphtheria—tetanus—pertussis
(DTP) (at 2, 4, 6, and 15 months and at 4-6 years). Pertussis
vaccination is recommended for most children. There is also
a diphtheria—tetanus whole-cell pertussis (DTwP) vaccine on
the market, but it is considered to be higher in side effects
than DTaP. Lastly, a DTaP/Hib vaccine preparation is on the
market and is recommended for use only as the fourth dose of
the series. At present, the only indication is induction of ac-
tive immunity against diphtheria and tetanus toxins and per-
tussis from age 6 weeks up to the seventh birthday.

HAEMOPHILUS INFLUENZA TYPE B
CONJUGATE VACCINE

Hib causes the most common type of bacterial meningitis
and is a major cause of systemic disease in children younger

than 6 years old. The chances of contracting the disease are
about 1 in 200. Of these contractees, 60% of all patients de-
velop meningitis, while 40% display systemic signs. Hib is
a tremendous problem in daycare centers, where the risk of
contracting the disease is 400 times greater than in the gen-
eral population. Hib has approximately a 10% mortality
rate, and one third of all survivors have some sort of perma-
nent damage, such as hearing loss, blindness, or impaired vi-
sion. Hib can also cause a throat inflammation that results in
fatal choking or ear, joint, and skin infections.

Hib-CV is a sterile, lyophilized capsular polysaccharide
from Hib vaccine, conjugated to various protein fragments.
The antigen type is polysaccharide (phosphoribosyl ribitol
phosphate) conjugated to protein. The conjugation produces
a stronger, longer-lasting response through the adjuvant ef-
fect. Hib-CV is safe and almost completely effective and is
a mandatory part of the childhood immunization schedule.
The various forms of Hib-CV on the market are not generi-
cally equivalent. Indications are the following:

* Induction of artificially acquired active immunity against
invasive disease caused by encapsulated Hib

* Routine immunization of all infants beginning at 2 months
of age, recommended in the United States

* Immunization of risk groups, including children attending
daycare centers, persons of low socioeconomic status, and
household contacts of Hib cases

TUBERCULOSIS VACCINE

Tuberculosis (TB) is a serious disease caused by
Mycobacterium tuberculosis. The organism becomes estab-
lished in the lungs and forms walled-off abscesses that
shield the bacterium from the immune system. The disease
is diagnosed by a chest radiograph. Until the 1940s, persons
with TB were sent to sanatoria, special hospitals to isolate
TB patients. The vaccine is referred to as the bacillus
Calmette-Guérin (BCG) vaccine and is a live/attenuated
strain of Mycobacterium bovis. The antigenic form is the
whole bacterium, and the antigen type is protein. The vac-
cine is of questionable efficacy and has been judged only
50% to 77% effective. The duration of protection is highly
questionable. The incidence of TB in the United States is so
low that the vaccine is not indicated in most cases.
Indications are:

* Induction of artificially acquired active immunity against
M. tuberculosis var. hominis to lower the risk of serious
complications from TB

* Recommended for purified protein derivative of tuberculin
(PPD) skin test—negative infants and children at high risk
of intimate and prolonged exposure to persistently treated or
ineffectively treated patients with infectious pulmonary TB

* Persons who are continuously exposed to TB patients who
have mycobacteria resistant to isoniazid and rifampin and
who cannot be removed from the source of exposure

 Healthcare workers in an environment where a high pro-
portion of M. tuberculosis isolates are resistant to both
isoniazid (INH) and rifampin, where there is a strong pos-
sibility of transmission of infection, and where infection
control procedures have failed

An adverse effect of the BCG vaccine includes a positive
TB skin test. A red blister forms within 7 to 10 days, then
ulcerates and scars within 6 months. BCG is a live vaccine,



S0 it cannot be administered to immunosuppressed patients,
burn patients, or pregnant women unless exposed (and even
then not in the first trimester).

CHOLERA VACCINE

Cholera is a disease caused by Vibrio cholerae that presents
as severe, watery diarrhea caused by an enterotoxin secreted
by the O1-serotype of V. cholerae. The disease occurs in pan-
demics in India, Bangladesh, Peru, and Latin America. The
organisms never invade the enteric epithelium; instead, they
remain in the lumen and secrete their enterotoxin. There are
about 17 known virulence-associated genes necessary for
colonization and toxin secretion. Secretory diarrhea is caused
by release of an enterotoxin called cholera toxin, which is
nearly identical with E. coli enterotoxin. It is composed of
five binding peptides B and a catalytic peptide A. The pep-
tides B bind to ganglioside GM; on the surface of the epithe-
lial cells, setting in motion a series of events that causes
diarrhea. The vaccine consists of whole cells of V. cholerae
01 that have been inactivated. The antigen form of the vac-
cine is whole bacterium, and the antigen type is protein toxin
and lipopolysaccharide. Indications are the following:

* Induction of active immunity against cholera, such as in
individuals traveling to or residing in epidemic or endemic
areas

* Individuals residing in areas where cholera is endemic

MENINGOCOCCAL POLYSACCHARIDE VACCINE*

Meningococcal vaccine is an inactivated vaccine composed
of capsular polysaccharide fragments of Neisseria meningi-
tidis. There are four polysaccharide serotypes represented in
the vaccine: A, C, Y, and W-135. The type A polysaccharide
consists of a polymer of N-acetyl-O-mannosamine phos-
phate; the group C polysaccharide is mostly N-acetyl-O-
acetylneuraminic acid. The antigens are conjugated to diph-
theria toxoid carrier. Indications are the following:

* Induction of active immunity against selected strains of
N. meningitidis

* Military recruits during basic training

* College freshmen and those living in dormitories

* Travelers to countries with epidemic meningococcal disease

* Household or institutional contacts of those with meningo-
coccal disease

* Immunosuppressed persons (HIV, Streptococcus pneu-
moniae)

* To stop certain meningococcal group C outbreaks

* Persons aged 2 through 55 years of age at risk for invasive
meningococcal disease

PNEUMOCOCCAL VACCINE

Pneumococcus is also known as S. prneumoniae or diplococ-
cus. The microorganism protects itself from the immune
system by producing a capsular polysaccharide that is
highly antigenic. This polysaccharide is used to prepare the
vaccine. The antigen form of pneumococcal vaccine is cap-
sular polysaccharide fragments, and the antigen type is a
polysaccharide mixture. The antigen is 23-valent. The fol-
lowing are indications:

* Induction of active immunity against pneumococcal dis-
ease caused by the pneumococcal antigen types included
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in the vaccine (the vaccine protects against pneumococcal
pneumonia, pneumococcal bacteremia, and other pneumo-
coccal infections)

* All adults at least 65 years old

* All immunocompetent individuals who are at increased
risk of the disease because of pathological conditions

* Children at least 2 years old with chronic illness associ-
ated with increased risk of pneumococcal disease or its
complications

Toxoids

Toxoids are detoxified toxins used to initiate active immu-
nity (i.e., create an antitoxin). They are typically produced
by formaldehyde treatment of the toxin. They are safe and
unquestionably efficacious.

DISEASE STATES

All of these diseases are produced not by a bacterium but by
an exotoxin produced by that organism. For example, pow-
erful exotoxins are produced by Corynebacterium diph-
theriae and C. tetani. The exotoxins are the most serious
part of the disease. In both of the previously described dis-
ease states, survival does not confer immunity to subsequent
infections, so lifelong vaccine boosters are needed.

In diphtheria, the exotoxin causes production of a
pseudomembrane in the throat; the membrane then adheres to
the tonsils. The organism releases a potent exotoxin that
causes headache, weakness, fever, and adenitis. Severe diph-
theria carries a 10% fatality rate. Only a few cases per year are
reported in the United States.

Tetanus is caused by a skin wound with anaerobic condi-
tions at the wound site. A potent exotoxin (tetanospasmin) is
produced that attacks the nervous system. The first sign of
disease is jaw stiffness; eventually, the jaw becomes fixed
(lockjaw). The disease is essentially a persistent tonic spasm
of the voluntary muscles. Fatality from tetanus is usually
through asphyxia. Even with supportive treatment, tetanus is
about 30% fatal in the United States. Recovery requires pro-
longed hospitalization. There have been 50 to 90 reported
cases per year in the United States since 1975. There is no
natural immunity to the exotoxin. The general rule of thumb
is to follow the childhood immunization schedule carefully
and immunize all persons of questionable immunization sta-
tus. Adults require a booster every 10 years; patients who
cannot remember their last one are due for another.

CLINICALLY USED TOXOIDS

Adsorbed Tetanus Toxoid

Tetanus is a disease that is also known as lockjaw. The
causative organism is the anaerobic spore-forming bac-
terium C. tetani. The organism in the toxoid, adsorbed
tetanus toxoid (T, adsorbed), is designated inactivated. The
antigen form is toxoid, and the antigen type is protein. This
toxoid lasts approximately 10 years. A booster is recom-
mended if injured or every 5 years. Reactions other than
pain at the site of injection are rare. Fluid tetanus toxoid is
recommended only for the rare individual who is hypersen-
sitive to the aluminum adjuvant.

Adsorbed Diphtheria and Tetanus Toxoid
This is recommended for children younger than 7 years old
who should not get pertussis vaccine (designated DT).
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Recommended Immunization Schedule for Persons Aged 0 Through 6 Years—united States « 2009

For those who fall behind or start late, see the catch-up schedule
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Figure 5.11 ® Recommended immunization schedule for persons aged 0 to 6 years—
United States, 2009. (Available at: http://www.cdc.gov/vaccines/recs/schedules/child-
schedule.htmi#printable. Accessed January 23, 2009.)

Adsorbed Tetanus and Diphtheria Toxoid

for Adults

Adsorbed tetanus and diphtheria toxoid for adults (desig-
nated Td) is for children older than 7 years and for adults. It
has a lower level of diphtheria toxoid (1/15) because older
children are much more sensitive to “D.” It is used for im-
munization of schoolchildren.

DTP
DTP is D and T toxoids with pertussis vaccine.

DTP Adsorbed
DTP adsorbed is used for early vaccination of infants in re-
peated doses, starting at 2 to 3 months.

The Routine Childhood
Immunization Schedule

Figures 5.11, 5.12, and 5.13 show the Routine Childhood
Immunization Schedule formulated by the Advisory
Committee on Immunization Practices (2009). This schedule

should be followed for all children and young adults regard-
less of economic circumstances. The three charts show the
schedule for children aged birth to 6 years (Fig. 5.11), 7 to
18 years (Fig. 5.12), and the catch-up schedule when doses
of vaccine are missed (Fig. 5.13).

© NEW VACCINE TECHNOLOGIES:
ADJUVANT TECHNOLOGY

In spite of the long history of vaccines, only a few adjuvants
and vaccine delivery systems have been licensed for human
use. There are several reasons for this. Vaccines based on
live-attenuated organisms are invasive and are efficiently
delivered to APCs. Pattern-recognized components of the
cellular pathogens are recognized by the innate immune sys-
tem and trigger an innate response. With the trend of using
subunit vaccines and isolated antigens, immune potentiators
and delivery systems have become major issues in vaccine
technology.

Recommended Immunization Schedule for Persons Aged 7 Through 18 Years—United States 2009
For those who fall behind or start late, see the schedule below and the catch-up schedule

Measles, Mumps, Rubella®

Varicella"

Vaccine Vv Agep 7-10 years 11-12 years 13-18 years

Tetanus, Diphtheria, Pertussis’ see footnote 1 Tdap _
R e e e, pevrereererermreemzrrreeze -
Human Papillomavirus® : see footnote 2 HPV (3 doses) _ recommended
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, Fr s | oo
Meningococcal® : :

Influenza® i : -
Catch-up
Pneumococcal® ; immunization
Hepatitis A® -
Hepatitis B” i Certain
high-risk
Inactivated Poliovirus® groups

Figure 5.12 ® Recommended immunization schedule for persons aged 7 through 18
years—United States, 2009. (Available at: http://www.cdc.gov/vaccines/recs/schedules/
child-schedule.htm#printable. Accessed January 23, 2009.)
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Catch-up Immunization Schedule for Persons Aged 4 Months Through 18 Years
Who Start Late or Who Are More Than 1 Month Behind—United States « 2009

The table below provides catch-up schedules and minimum intervals between doses for children whose vaccinations have been delayed. A vaccine
series does not need to be restarted, regardless of the time that has elapsed between doses. Use the section appropriate for the child’s age.

CATCH-UP SCHEDULE FOR PERSONS AGED 4 MONTHS THROUGH 6 YEARS

(Minimum Age|

Minimum Interval B D

DSes

Vaccine for Dose 1 Dose 1 to Dose 2

Hepatitis B’

4 weeks
if first dose administered at younger than
age 12 months

8 weeks (as final dose)
if first dose administered at age 12-14 manths

No further doses needed
if first dose administered at age
15 manths or clder
........... PpRORCORo0000a00)
if first dose administered at younger than
age 12 months
8 weeks
|as final dose for healthy children)
if first dose administered at age 12 months or
odder or cument age 24 through 53 months
No further doses needed
for healthy children if first dese administered
at age 24 months or older

Haemophilus

influenzae type b* Bk

Pneumococcal § 6 whs

Tetanus, Diphtheria/
Tetanus, Diphtheria,
Pertussis'®

CoacoacCoa R Rioactaanang
if the persan is younger than age 13 years

4 weeks

Varicella®

Dose 2 to Dose 3

8 weeks
(and at least 16 weeks after first dose)

4 weeks
if current age is younger than 12 months
8 weeks (as final dose)*
if current age is 12 months or older and
second dose administered at younger than
age 15 months
No further doses needed
if pravious dose administered at age
15 manths or older

weeks
it current age is younger than 12 months
8 weeks
|as final dose for healthy children)
if current age is 12 months or older
No further doses needed
for healthy childran if previous dosa
administerad at age 24 months or older

_ 4 weeks
if first dose administered at younger than
ape 12 months

) 6 months
if first dose adminsstered at age 12 months or older

Dose 3 to Dose 4

8 weeks (as final dose)
This dose only necessary for
children aged 12 months through
59 months wha received 3 doses
before age 12 months

8 weeks (as final dose)
This dose only necessary for
children aged 12 months through
59 months wha received 3 doses
before age 12 months or for
high-risk children who recenved
3 doses at any age

6 months
if first dose administered at
younger than age 12 months

Dose 4 to Dose 5

175

if the person is aged 13 years or older

Figure 5.13 ® Catch-up immunization schedule for persons aged 4 months through
18 years who start late or who are more than 1 month behind. (Available at:
http://www.cdc.gov/vaccines/recs/schedules/child-schedule.htm#printable. Accessed

January 23, 2009.)

There are a series of significant hurdles to the develop-
ment of modern vaccines. Poor optimized vaccines must
be improved. New vaccines for immunizing against dis-
eases for which no vaccines exist are imperative. It is nec-
essary to be able to respond quickly with vaccines to
newly developing pathogenic organisms. The primary ele-
ments of useful vaccines are the antigen (against which the
adaptive immune response is elicited), immunostimulants
that activate the innate immune system, and delivery sys-
tems that target the vaccines to the appropriate site in a
timely fashion.

Antigens

* Whole inactivated or attenuated organisms or a mixture of
various strains

* Isolated and purified proteins, glycoproteins, and carbohy-
drates

* Recombinant proteins and glycoproteins

Immune Potentiators

* Bacterial products

* Toxins and lipids

* Nucleic acids

* Peptidoglycans

* Carbohydrates, peptides
* Cytokines and hormones
* Small molecules

Delivery Systems

* Mineral salts

* Surfactants

* Synthetic microparticles
* Oil-in-water emulsions
* Liposome

In designing a vaccine, first, an antigen is required. The
antigen is the species against which an anamnestic immune
response is targeted. In many cases, antigen selection is
confounded by a multiplicity providing many potential anti-
gens to choose from. Bacterial pathogens, often display this
multiplicity. The manner in which the antigen is presented
is also important. It may be necessary to maintain a spe-
cific three-dimensional tertiary structure for the antigen to
be recognized.

It hasn’t always been appreciated at the innate immune
system, must be stimulated to modulate the adaptive im-
mune response. Adjuvants, which stimulate early innate im-
mune responses, aid in stimulating a strong and extended
adaptive immune response. The nature of the vaccine deliv-
ery systems that target the vaccines to the appropriate im-
mune cells is important to gain the necessary stimulation of
the immune system.

The functional immune system is composed of two pri-
mary components. The innate immune system has evolved
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to respond within minutes, primarily to molecular patterns
found in microbial pathogens. The adaptive immune response
develops slowly, over days or weeks and generates highly
specific responses based on antibodies targeted against a
pathogen’s antigens. The innate response is the first line of
defense. Adaptive immunity uses selection and clonal ex-
pansion of immune cells containing specific, somatically
rearranged receptor genes (T- and B-cell receptors) that
recognize antigen from the pathogen. This response is spe-
cific and long-lasting (immunological memory). The innate
immune responses lead to a fast burst of inflammatory cy-
tokines and activation of APCs such as macrophages and den-
dritic cells (DCs). These responses are not clonal and lead to
a conditioning of the immune system for later development of
specific adaptive immune responses.

The innate immune response must be able to distinguish
pathogenic microbes from self-components. To do this, the
innate immune system depends on some fairly constant
receptors that detect specific signatures from pathogens.
These signatures have been highly conserved throughout
evolution. The signatures are referred to as pathogen-
associated molecular patterns (PAMPs). It has been shown
that when one includes PAMP substances in experimental
vaccines, a strong and long-lasting adaptive immune re-
sponse develops. PAMPs are recognized by specific pattern
recognition receptors. A number of such receptors have
been identified. They are expressed on neutrophils,
macrophages, DCs, and natural killer cells, as well as B cells
in nonimmunological cells such as epithelial and endothelial
cells. When PAMPs bind to pattern recognition receptors
cells bearing the pattern recognition receptors are activated
and begin to secrete chemokines and cytokines, and induce
maturation and chemotaxis of other immune cells. Taken to-
gether, and inflammatory environment is created. This in-
flammation supports development of the adaptive immune
responses.

What are pattern recognition receptors? Basically, they are
receptors that do not induce phagocytosis such as Toll-like re-
ceptors (TLRs) and nucleotide oligomerization domain
(NOD) proteins. They can also be receptors that induce
phagocytosis such as mannose receptors, scavenger receptors,
and B-glucan receptors. These receptors directly recognized
ligands on the surface of pathogenic microbes and cause them
to be engulfed by phagocytosis capable cells such as
macrophages. The nonphagocytic receptors that recognized
PAMPs can be extracellular (TLRs) or intracellular (NOD
proteins). Activation of these receptors leads to a signal trans-
duction cascade that activates transcription factors that result
in expression of inflammatory cytokines and other cellular ac-
tivation processes. These processes have been reviewed pre-
viously. It is now known that signaling of the innate immune
system involves a highly complex effect of transmembrane
and intracellular proteins. It is these that provide an extensive
set of possible targets for vaccine adjuvants.

How does innate immunity lead to the conditioning of the
adaptive immune response? Pattern recognition receptors sig-
naling causes the activation of transcription factors such as
NF-«B and IRF3 (interferon regulatory factor 3). Activation
of these pattern recognition receptors produces the necessary
inflammatory environment that supports fast development of
host defenses. NF-«B controls the expression of proinflam-
matory cytokines such as IL-18 and TNF-«, while IRF3
causes production of antiviral type 1 interferon (IFN-a and

IFN-B). It has been shown that portions of the innate immune
response are absolutely essential for development of antigen-
specific immunity. Therefore, elements of the innate immune
response are potential targets for vaccine antigens.

A suitable adjuvant can enhance the effectiveness of a
vaccine by accelerating the generation of a formidable im-
mune response. Additionally, the adjuvant can cause
veined responses for longer duration and can induce local
mucosal immune responses all of which generate antibod-
ies with increased avidity and neutralization capacity. An
adjuvant also can elicit cytotoxic T lymphocytes, enhanc-
ing immune responses in people with weakened immune
systems, such as children, elderly, or immunocompro-
mised adults. Adjuvants can be important in commercial
production of vaccines by reducing the amount of antigen
that is required to generate a robust immune response, thus
reducing the cost of the vaccine. A good functional defini-
tion of an adjuvant is a component added to a vaccine and
enhances the immunogenicity of the antigens in vivo. It is
very common to categorize adjuvants in terms of two types
of systems. Immune potentiators tend to activate innate
immunity directly. A good immune potentiator might fa-
cilitate the development of cytokines or react through pat-
tern recognition receptors (which can be bacterial cell wall
components). A delivery system such as an emulsion or
microparticle can target vaccine antigens selectively to
APCs and may put the antigens and immune potentiators
in the same location where they can do the most good. It
has been shown that the choice of a good immune poten-
tiators and delivery system can enhance antigen-specific
immune responses in vivo. This can be very important in
the development of subunit vaccines, which typically gen-
erate a low-level immunity. A mixture of the immune po-
tentiators, the delivery system, and the antigen, can opti-
mize the immune response.

Current adjuvants that are licensed for use in humans are
the mineral salts such as aluminum and calcium. Several
bacterial and viral antigens have been adsorbed onto alu-
minum and calcium salts. Other types of adjuvants include
emulsion and surfactant adjuvants, particulate delivery vehi-
cles, microbial derivatives such as lipid A, and DCs and cy-
tokines. These latter agents have not been licensed for use in
humans at the present time, but many of these are being used
in clinical trials at the present time. Indeed, vaccine devel-
opment has historically focused on enhancing Ab responses
and not the innate immune system. So most of the com-
monly used antigens elevate serum Ab titers, but do little to
elicit the innate immune response. The requirement for vac-
cines against chronic illnesses such as HIV, HCV, TB, and
herpes simplex virus as well as cancer, has caused re-
searchers to focus their efforts on generation of cellular im-
mune responses. Adjuvants that elicit this effect are being
developed and clinically tested at the present time. A new
recognition of the immunobiology of TLRs and pattern
recognition receptors in general, immunoregulatory cells,
and cells of innate and active immunity and their roles in re-
sponding and clearing specific diseases provides the back-
ground for their development.

Most of the research in vaccine development to the pres-
ent time has been aimed at finding new antigens that can be
used for protection against disease and ways that they can be
presented to the immune system. Because of this, only a few
delivery systems such as aluminum salts and oil and water



emulsions have been investigated. At the present time, no
immune potentiators have been approved for human use in
prophylactic vaccines. There are several reasons for this
situation, but the main one seems to be concern over the tox-
icity of these agents. Research over the last few years has
centered on developing strategies for immune potentiator
discovery. Indeed, the methods of high throughput screen-
ing that are used in the development of new drugs are being
applied to immune potentiators and in the development of
vaccine adjuvants.

While it is true that most natural PAMPs are based on
polysaccharides, nucleic acids, or lipids, it has been shown
that peptides can activate various pattern recognition recep-
tors. Therefore, immune modulators can be based on simple
peptides. This recognition opens the possibility of screening
peptide libraries produced by combinatorial peptide synthe-
sis for generation of new peptide ligands of pattern recogni-
tion receptors. Of course, using peptides is not without
difficulty. Peptides display for pharmacokinetic profiles,
low bioavailability, and degradation in vivo. As with other
biological peptides that are being tested as drugs, wide-
spread use might be restricted.

Another possibility for development of an adjuvant cen-
ters on using DCs, which are known to provide potency
lymphocyte responses. DCs are being investigated in vac-
cines against various cancers. The difficulty and cost in-
volved in preparing cell-based vaccine adjuvants probably
will restrict their use in prophylactic vaccines. They will,
however, likely be used in therapeutic vaccinations.
Several TLR ligands such as lipopolysaccharide, have
been tested for their ability to activate DCs to produce
stimulatory molecules and chemotaxis. DCs have been
shown to increase T-cell responses and can block in-
hibitory effects of regulatory cells. DCs also produce mi-
gration and recruitment of natural killer cells to the lymph
nodes to provide stimulation of interferon y necessary for
T-helper cell polarization.

There are many barriers to be overcome in the develop-
ment of adjuvants for vaccination. Because of the need for
qualitatively specific immune responses, no single adju-
vant will be broadly useful. Indeed, it will be necessary to
use antigens on a tailor-made basis for different condi-
tions. Dosing of the adjuvants according to one of the cur-
rently available routes of administration may not work for
small molecules, and it may be required that specialized
formulations be developed for delivery of the adjuvant into
the cells and for retention at the site of injection. The
highly potent activation of the innate immune response
may cause toxic side effects, and hence may require meth-
ods to prevent diffusion from the injection site. Because
some of the targets for the innate immune system are
intracellular potentiators may be required to be membrane
permeable and metabolically stable. Lastly, regulatory
guidelines for licensing of new adjuvants are still being de-
veloped. It is not known what the scope of three clinical
testing and toxicity testing will be required for adjuvant
approval.

Although there is a growing acceptance by regulatory
agencies and commercial vaccine producers that improved
vaccine adjuvants are needed to meet the infectious disease
challenges in future, new technologies carry the uncertainty
of unknown risks and present the safety and regulatory
hurdles that will be encountered with the additional novel
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immune potentiators and delivery systems the final vaccine
formulations may be significant and are still largely ill-
defined. The key focus should be on separating the potential
increases in immune toxicity from improved immunogenic-
ity provided by vaccine adjuvants.

© NEW VACCINE TECHNOLOGIES:
NUCLEIC ACID VACCINES

Naked nucleic acids (divested of any component of protein,
carbohydrate, or lipid) are immunostimulatory and in prin-
ciple can be used as vaccines. Short molecules of DNA and
RNA are relatively simple to synthesize and can be tailored
to immunize against bacterial and viral infections and can-
cers. Following administration (from a “gene gun” or by in-
jection into the skin or muscle in solution or suspension like
conventional vaccines) the genetic vaccines are taken up
and translated into protein by the host cells. The protein,
generated in situ, acts as an antigen and triggers the im-
mune system. Because the naked nucleic acids lack coat
protein such as would be present in viruses, they are not
susceptible to neutralizing Ab reactions that could decrease
their efficacy.

Entry into host cells presents a problem. On one hand,
DNA can be spontaneously taken up by the cells, then tran-
scribed and translated to produce protein. The uptake
process may be inefficient. Cationic lipids have been tested
to facilitate movement of DNA (as a complex) across the
cell and nuclear membranes. These have been found to
work fairly well in some cases. Other avenues of adminis-
tration focus on mucosal surfaces of the lungs, digestive
tract, and reproductive systems. Because mucosal surfaces
are important barriers to infection and transmission of in-
fectious diseases, they offer important possibilities for ge-
netic vaccine administration.

A typical description of how a genetic vaccine works in-
volves the specialized, bone marrow—derived DCs. DCs are
the immune system’s most powerful APCs. Antigen can be
acquired by DCs in three principal ways. They can be di-
rectly transfected by nucleic acid vaccines. DCs are also
known to acquire soluble antigen from the interstitial
spaces that has been secreted or released by transfected
cells. DCs can also engulf entire cells that have been in-
jured or killed as a result of the vaccine or its function.
Once the antigen has been taken up by the DCs, it is pre-
sented on their cell surfaces. DCs then express and elabo-
rate surface adhesion molecules and chemokine receptors
that cause them to migrate to the lymphatic organs. It is in
these organs that the DCs are most effective at activating
immune responses. It has been proposed that cell death in-
duced by transfection of host cells by vaccines is the signal
for activation of DCs by providing “danger signals” to
those cells. The effect of these danger signals more strongly
modulates the immune response.

New research has suggested that a-virus replicon-based
naked DNA provides a stronger, more significant activation
of the immune system than does naked DNA or RNA itself.

Despite a host of attractive possibilities presented by nu-
cleic acid vaccines, no naked nucleic acid vectors have been
approved for use in humans. Human data is lacking, and
nucleic acid vaccines have not been unequivocally demon-
strated to have significant efficacy in prevention or treatment
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(as therapeutic vaccines) of infectious diseases or cancers.
Immunization with naked nucleic acids is relatively ineffi-
cient, and virus vectors generally induce a much greater im-
mune response than do nucleic acid vaccines. The viral coat
protein dramatically increases the virus’s replication

® R EVIE

. What is the chemical nature of an antigen?
. What is an “antigenic determinant”?
. What is the difference between T cells and B cells?

. What are the functions of the major histocompatibility

complexes (MHC-I and MHC-II) in programming the
immune system?

. What is the anamnestic response? How does the anamnes-

tic response evolve with repeated challenges of vaccine or
antigen?

efficiency. Naked nucleic acids do not possess this feature.
Despite being unproven in humans at the present time, ge-
netic vaccines represent a fertile area for vaccine research.
Presumably, as research proceeds the problems with using
nucleic acid vaccines will be surmounted.

W QU E ST
6.

7.

10.

ONS @&
Describe the various types of vaccines.

Describe the various ways that vaccines can be prepared.

. Why is smallpox vaccine no longer recommended for

general use?

. How do nucleic acid vaccines work?

What is an adjuvant? How do adjuvants modify the im-
mune response to an antigen?

REFERENCES

1.

2.

3.

Grabenstein, J. D.: Immunofacts. St. Louis, MO, Facts and
Comparisons, 2002, pp. 3-8.

Shen, W. G., and Louie, S. G.: Immunology for Pharmacy Students.
Newark, NJ, Harwood Academic Publishers, 2000, p. 2.

Shen, W. G., and Louie, S. G.: Immunology for Pharmacy Students.
Newark, NJ, Harwood Academic Publishers, 2000, pp. 10-11.

. Hall, P. D., and Tami, J. A.: Function and evaluation of the immune

system. In Di Piro, J. T., et al. (eds.). Pharmacotherapy, a
Pathophysiologic Approach, 3rd ed. Norwalk, CT, Appleton &
Lange, 1997, pp. 1647-1660 (and references therein).

. Cremers, N.: Antigens, antibodies, and complement: Their nature and

interaction. In Burrows, W. (ed.). Textbook of Microbiology, 20th ed.
Philadelphia, W. B. Saunders, 1973, pp. 303-347.

. Leder, P.: Sci. Am. 247:72-83, 1982.
. Gilbert, P.: Fundamentals of immunology. In Hugo, W. B., and

Russell, A. D. (eds.). Pharmaceutical Microbiology, 4th ed. London,
Blackwell, 1987.

. Bussert, P. D.: Sci. Am. 246:82-95, 1981.
. Hood, L.: The immune system. In Alberts, B., et al. (eds.). The

Molecular Biology of the Cell. New York, Garland, 1983, pp.
95-1012.

. Sprent, J.: Cell 76:315-322, 1994.
. Plotkin, S. L., and Plotkin, S. A.: A short history of vaccination. In

Plotkin, S. A., and Mortimer, E. A., Jr. (eds.). Vaccines. Philadelphia,
W. B. Saunders, 1988.

. Hopkins, D. R.: Princes and Peasants: Smallpox in History. Chicago,

University of Chicago Press, 1983, p. 1.

. CDC: MMWR 43:1-3, 1994.

. CDC: MMWR 44:937-943, 1996.

. CDC: MMWR 41:103-107, 1992.

. Barker, W. H., and Mullolly, J. P.: JAMA 244:2547-2549, 1980.
. CDC: MMWR 40:700-708; 709-711, 1991.

. CDC: Immunization Information. Polio, March 9, 1995.

. CDC: MMWR 40:1-94, 1991.

. CDC: MMWR 43:3-12, 1994.

. Hadler, S. C.: Ann. Intern. Med. 108:457-458, 1988.

. Revelle, A.: FDA Electronic Bull. Board, March 17, 1995, p. 95.
. CDC: MMWR 45:304-307, 1996.

. CDC: MMWR 31:617-625, 1982.

. CDC: MMWR 39:11-15, 1991.

. Varivax varicella virus vaccine live (OKA/Merck) prescribing

information. Darmstadt, Germany, Merck & Co., 1995.

. Varivax (recombinant OKA varicella zoster) vaccine ready for

prescribing. Merck & Co. Recommendations and Procedures. Merck
& Co. House Organ, 1996.

. White, C. J.: Pediatr. Infect. Dis. 11:19-23, 1992.

. Lieu, T. A,, et al.: JAMA 271:375-381, 1980.

. Halloran, M. E.: Am. J. Epidemiol. 140:81-104, 1994.

. Grabenstein, J. D.: Immunofacts. St. Louis, MO, Facts and

Comparisons, 2002, pp. 152-169.

. Innis, B. L.: JAMA 271:1328-1334, 1994.
. Revelle, M.: FDA Electronic Bull. Board, Feb. 22, 1995. FDA

Reports, Feb. 27, 1995, pp. 5-6.

. Alter, M. ], et al.: JAMA 263:1218-1222, 1990.
. Interferon treatment for hepatitis B and C. American Liver

Foundation. http://www.gastro.com.

. Hepatitis C virus. Bug Bytes Newsletter 1, Dec. 27, 1994.
. Mast, E. E., and Alter, M. J.: Semin. Virol. 4:273-283, 1993.
. Hodder, S. L., and Mortimer, E. A.: Epidemiol. Rev. 14:243-267,

1992.

. Rappuoli, R., et al.: Vaccine 10:1027-1032, 1992.

. Englund, J., et al.: Pediatrics 93:37—43, 1994.

. CDC: MMWR CDC Surveill. Summ. 41:1-9, 1992.

. Fine, P., and Chen, R.: Am. J. Epidemiol. 136:121-135, 1992.

. American Academy of Pediatrics Committee on Infectious Diseases:

Pediatrics 92:480-488, 1993.

. Rietschel, E. T., and Brade, H.: Sci. Am. 257:54-61, 1992.
. Grabenstein, J.: Immunofacts. St. Louis, MO, Facts and

Comparisons, 2009, pp. 147-159.


http://www.gastro.com

CHAPTERG®G

Anti-infective Agents

JOHN M. BEALE, JR.

CHAPTER OVERVIEW
The history of work on the prevention of bacterial infection
can be traced back to the 19th century when Joseph Lister (in
1867) introduced antiseptic principles for use in surgery and
posttraumatic injury." He used phenol (carbolic acid) as a
wash for the hands, as a spray on an incision site, and on
bandages applied to wounds. Lister’s principles caused a dra-
matic decrease in the incidence of postsurgical infections.
Around 1881 and continuing to 1900, microbiologist
Paul Ehrlich, a disciple of Robert Koch, began work with a
set of antibacterial dyes and antiparasitic organic arsenicals.
His goal was to develop compounds that retained antimicro-
bial activity at the expense of toxicity to the human host; he
called the agents that he sought “magic bullets.” At the time
that Ehrlich began his experiments, there were only a few
compounds that could be used in treating infectious dis-
eases, and none was very useful in the treatment of severe
Gram-positive and Gram-negative infections. Ehrlich dis-
covered that the dyes and arsenicals could stain target cells
selectively and that the antimicrobial properties of the dyes
paralleled the staining activity. This discovery was the first
demonstration of selective toxicity, the property of certain
chemicals to kill one type of organism while not harming
another. Selective toxicity is the main tenet of modern an-
timicrobial chemotherapy, and Ehrlich’s seminal discovery
paved the way for the development of the sulfonamides and
penicillins and the elucidation of the mechanisms of their
selective toxicity. Prior to Ehrlich’s studies, the local an-
timicrobial properties of phenol and iodine were well
known, but the only useful systemic agents were the herbal
remedies cinchona for malaria and ipecac for amebic dysen-
tery. Ehrlich’s discovery of compound 606, the effective an-
tisyphilitic drug Salvarsan,® was a breakthrough in the
treatment of a serious, previously untreatable disease.

ACVUeh
* Cl
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Gentian Violet

(I)H
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0O=AsO Na
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NH,
NH, HCI
OH
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H,N As_
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HO Arsphenamine

Until the 1920s, most successful anti-infective agents
were based on the group-IIB element mercury and the
group-VA elements arsenic and antimony. Atoxyl (sodium
arsanilate and arsphenamine) was used for sleeping sick-
ness.* Certain dyes, such as gentian violet and methylene
blue, were also found to be somewhat effective, as were a
few chemical congeners of the quinine molecule. Some of
these agents represented significant achievements in anti-
infective therapy, but they also possessed some important
limitations. Heavy metal toxicity after treatment with mer-
cury, arsenic, and antimony severely limited the usefulness
of agents containing these elements.

Just prior to 1950, great strides were made in anti-infective
therapy. The sulfonamides and sulfones (this chapter), more
effective phenolic compounds such as hexachlorophene,

Methylene Blue
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synthetic antimalarial compounds (Chapter 7), and several
antibiotics (Chapter 8) were introduced to the therapeutic
armamentarium.

Anti-infective agents may be classified according to var-
ious schemes. The chemical type of the compound, the bio-
logical property, and the therapeutic indication may be used
singly or in combination to describe the agents. In this text-
book, a combination of these classification schemes is used
to organize the anti-infective agents. When several chemi-
cally divergent compounds are indicated for a specific dis-
ease or group of diseases, the therapeutic classification is
used, and the drugs are subclassified according to chemical
type. When the information is best unified and presented in
a chemical or biological classification system, as for the sul-
fonamides or antibacterial antibiotics, then one of these clas-
sification systems is used.

This chapter addresses an extremely broad base of anti-
infective agents, including the local compounds (alcohols,
phenols, oxidizing agents, halogen-containing compounds,
cationic surfactants, dyes, and mercurials), preservatives,
antifungal agents, synthetic antibacterial drugs, antitubercu-
lar and antiprotozoal agents, and anthelmintics. Other chap-
ters in this text are devoted to antibacterial antibiotics
(Chapter 8), antiviral agents (Chapter 9), and antineoplastic
antibiotics (Chapter 10).

Anti-infective agents that are used locally are called ger-
micides, and within this classification, there are two pri-
mary subtypes (see Table 6.1) and several other definitions
of sanitization. Antiseptics are compounds that kill (-cidal)
or prevent the growth of (-static) microorganisms when ap-
plied to living tissue. This caveat of use on living tissue
points to the properties that the useful antiseptic must have.
The ideal antiseptic must have low-enough toxicity that it
can be used directly on skin or wounds; it will exert a rapid
and sustained lethal action against microorganisms (the
spectrum may be narrow or broad depending on the use).
The agent should have a low surface tension so that it will
spread into the wound; it should retain activity in the pres-
ence of body fluids (including pus), be nonirritating to tis-

TABLE 6.1 Definitions and Standards for Removing
Microorganisms

Antisepsis Application of an agent to living
tissue for the purpose of preventing
infection

Destruction or marked reduction in
the number or activity of
microorganisms

Chemical or physical treatment that
destroys most vegetative microbes
or viruses, but not spores, in or on
inanimate surfaces

Reduction of microbial load on an
inanimate surface to a level
considered acceptable for public
health purposes

A process intended to kill or remove
all types of microorganisms,
including spores, and usually
including viruses with an acceptably
low probability of survival

A process that kills nonsporulating
microorganisms by hot water or
steam at 65°C-100°C

Decontamination

Disinfection

Sanitization

Sterilization

Pasteurization

sues, be nonallergenic, lack systemic toxicity when applied
to skin or mucous membranes, and not interfere with heal-
ing. No antiseptic available today meets all of these crite-
ria. A few antibiotics, such as bacitracin, polymyxin, silver
sulfadiazine, and neomycin, are poorly absorbed through
the skin and mucous membranes and are used topically for
the treatment of local infections; they have been found very
effective against infections such as these. In general, how-
ever, the topical use of antibiotics has been restricted by
concern about the development of resistant microbial
strains and possible allergic reactions. These problems can
reduce the usefulness of these antibiotics for more serious
infections.

A disinfectant is an agent that prevents transmission of
infection by the destruction of pathogenic microorganisms
when applied to inanimate objects. The ideal disinfectant
exerts a rapidly lethal action against all potentially patho-
genic microorganisms and spores, has good penetrating
properties into organic matter, shares compatibility with or-
ganic compounds (particularly soaps), is not inactivated by
living tissue, is noncorrosive, and is aesthetically pleasing
(nonstaining and odorless). Locally acting anti-infective
drugs are widely used by the lay public and are prescribed
by members of the medical profession (even though the ef-
fectiveness of many of the agents has not been established
completely). The germicide may be harmful in certain cases
(i.e., it may retard healing). Standardized methods for eval-
uating and comparing the efficacy of germicides have only
recently been developed.

Numerous classes of chemically divergent compounds
possess local anti-infective properties. Some of these are
outlined in Table 6.2.

The most important means of preventing transmission of
infectious agents from person to person or from regions of
high microbial load, such as the mouth, nose, or gut, to po-
tential sites of infection is simply washing the hands. In fact,
one of the breakthroughs in surgical technique in the 1800s
was the finding that the incidence of postsurgical infection
decreased dramatically if surgeons washed their hands be-
fore operating. Regular hand washing is properly done with-
out disinfection to minimize drying, irritation, and sensitiza-
tion of the skin. Simple soap and warm water remove
bacteria efficiently. Skin disinfectants along with soap and
water are usually used as preoperative surgical scrubs and
sterilants for surgical incisions.

© EVALUATION OF THE EFFECTIVENESS
OF A STERILANT

Evaluation of the effectiveness of antiseptics, disinfectants,
and other sterilants (Table 6.1), although seemingly simple
in principle, is an extremely complex task. One must con-
sider the intrinsic resistance of the microbe, the microbial
load, the mixture of the population of microorganisms pres-
ent, the amount and nature of organic material present (e.g.,
blood, feces, tissue), the concentration and stability of the
disinfectant or sterilant, the time and temperature of expo-
sure, the pH, and the hydration and binding of the agent to
surfaces. In summary, a host of parameters must be consid-
ered for each sterilant, and experimental assays may be dif-
ficult. Specific, standardized assays of activity are defined
for each use. Toxicity for human subjects must also be eval-
uated. The Environmental Protection Agency (EPA)
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TABLE 6.2 Common Sterilants and Their Range of Use

Bacteria Viruses Other
Gram- Gram- Amebic
positive negative Acid-fast Spores Lipophilic Hydrophilic Fungi Cysts Prions
Alcohols +4+ +++ + + A= N/A N/A =
(isopropanol,
ethanol)
Aldehydes +++ +++ ++ + ++ + N/A =
(glutaraldehyde,
formaldehyde)
Chlorhexidine +++ ++ - +/— = N/A N/A =
gluconate
Sodium +4++ +++ ++ + (pH + + (high ++ + ++
hypochlorite, 7.6) conc.) (high
chlorine dioxide conc.)
Hexachlorophene + = = = = = = = =
Povidone-lodine +++ +++ + + (high + = + + =
conc.)
Phenols, +4+ +++ A= 4 = N/A N/A =
quaternary
ammonium
Strong oxidizing +++ ++/— = + = = = =
agents, cresols
regulates disinfectants and sterilants and the Food and Drug ~ Alcohol

Administration (FDA) regulates antiseptics.

There are some problems with improper use of these
agents. Antiseptics and disinfectants may become contam-
inated by resistant microorganisms (e.g., spores),
Pseudomonas aeruginosa, or Serratia marcescens and may
actually transmit infection. Most topical antiseptics inter-
fere with wound healing to some degree, so they should be
used according to the proper directions and for a limited
length of time.

© ALCOHOLS AND RELATED
COMPOUNDS

Alcohols and aldehydes have been used as antiseptics and
disinfectants for many years.> Two of the most commonly
used antiseptics and disinfectants are ethyl and isopropyl
alcohol.

The antibacterial potencies of the primary alcohols
(against test cultures of Staphylococcus aureus) increase
with molecular weight until the 8-carbon atom octanol is
reached. In general, one oxygen atom is capable of solubi-
lizing seven or eight carbon atoms in water. As the primary
alcohol chain length increases, van der Waals interactions
increase, and the ability to penetrate microbial membranes
increases. As water solubility decreases, the apparent an-
timicrobial potency diminishes with molecular weight.
Branching of the alcohol chain decreases antibacterial po-
tency; weaker van der Waals forces brought about by
branching do not penetrate bacterial cell membranes as
efficiently. The isomeric alcohols’ potencies decrease in
the order primary > secondary > tertiary. Despite this fact,
2-propanol (isopropyl alcohol) is used commercially instead
of n-propyl alcohol, because it is less expensive. Isopropyl
alcohol is slightly more active than ethyl alcohol against
vegetative bacterial growth, but both alcohols are largely in-
effective against spores. The activity of alcohols against mi-
croorganisms is the result of their ability to denature impor-
tant proteins and carbohydrates.

Ethanol (ethyl alcohol, wine spirit) is a clear, colorless,
volatile liquid with a burning taste and a characteristic
pleasant odor. It is flammable, miscible with water in all
proportions, and soluble in most organic solvents.
Commercial ethanol contains approximately 95% ethanol
by volume. This concentration forms an azeotrope with
water that distills at 78.2°C. Alcohol has been known for
centuries as a product of fermentation from grain and many
other carbohydrates. Ethanol can also be prepared syntheti-
cally by the sulfuric-acid—catalyzed hydration of ethylene

The commerce in, and use of, alcohol in the United States
is strictly controlled by the Treasury Department, which has
provided the following definition for “alcohol”: “The term
alcohol means that substance known as ethyl alcohol, hy-
drated oxide of ethyl, or spirit of wine, from whatever
source or whatever process produced, having a proof of 160
or more and not including the substances commonly known
as whiskey, brandy, rum, or gin.”

Denatured alcohol is ethanol that has been rendered unfit
for use in intoxicating beverages by the addition of other
substances. Completely denatured alcohol contains added
wood alcohol (methanol) and benzene and is unsuitable for
either internal or external use. Specially denatured alcohol
is ethanol treated with one or more substances so that its use
may be permitted for a specialized purpose. Examples are
iodine in alcohol for tincture of iodine, methanol, and other
substances in mouthwashes and aftershave lotions, and
methanol in alcohol for preparing plant extracts.

The primary medicinal use of alcohol is external, as an
antiseptic, preservative, mild counterirritant, or solvent.
Rubbing alcohol is used as an astringent, rubefacient, and a
mild local anesthetic. The anesthetic effect is results from
the evaporative refrigerant action of alcohol when applied to
the skin. Ethanol has even been injected near nerves and
ganglia to alleviate pain. It has a low narcotic potency and
has been used internally in diluted form as a mild sedative,
a weak vasodilator, and a carminative.

Alcohol is metabolized in the human body by a series of
oxidations:
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Acetaldehyde causes nausea, vomiting, and vasodilatory
flushing. This fact has been used in aversion therapy with
the drug disulfiram, which blocks aldehyde dehydrogenase,
allowing acetaldehyde to accumulate.

Alcohol is used in the practice of pharmacy for the prepa-
ration of spirits, tinctures, and fluidextracts. Spirits are
preparations containing ethanol as the sole solvent, whereas
tinctures are hydroalcoholic mixtures. Many fluidextracts
contain alcohol as a cosolvent.

The accepted bactericidal concentration of 70% alcohol
is not supported by a study that discovered that the kill rates
of microorganisms suspended in alcohol concentrations be-
tween 60% and 95% were not significantly different.®
Concentrations below 60% are also effective, but longer
contact times are necessary. Concentrations above 70% can
be used safely for preoperative sterilization of the skin.’
Alcohols are flammable and must be stored in cool, well-
ventilated areas.

Dehydrated Ethanol

Dehydrated ethanol, or absolute ethanol, contains not less
than 99% w/w of C,HsOH. It is prepared commercially by
azeotropic distillation of an ethanol-benzene mixture, with
provisions made for efficient removal of water. Absolute
ethanol has a very high affinity for water and must be stored
in tightly sealed containers. This form of ethanol is used pri-
marily as a chemical reagent or solvent but has been injected
for the local relief of pain in carcinomas and neuralgias.
Absolute alcohol cannot be ingested because there is always
some benzene remaining from the azeotropic distillation
that cannot be removed.

Isopropyl Alcohol

Isopropanol (2-propanol) is a colorless, volatile liquid with
a characteristic odor and a slightly bitter taste. It is consid-
ered a suitable substitute for ethanol in most cases but must
not be ingested. Isopropyl alcohol is prepared commercially
by the sulfuric-acid—catalyzed hydration of propylene:

HsC CH,
H, SO

/\ 2 4

HyC CH, H,0

OH

The alcohol forms a constant-boiling mixture with water
that contains 91% v/v of 2-propanol. Isopropyl alcohol is used
primarily as a disinfectant for the skin and for surgical instru-
ments. The alcohol is rapidly bactericidal in the concentration

Alcohol Dehydrogenase /<
> H3C

H

Aldehyde Dehydrogenase

0
HsC
OH

range of 50% to 95%. A 40% concentration is considered
equal in antiseptic efficacy to a 60% ethanol in water solution.
Azeotropic isopropyl alcohol, United States Pharmacopeia
(USP), is used on gauze pads for sterilization of the skin prior
to hypodermic injections. Isopropyl alcohol is also used in
pharmaceuticals and toiletries as a solvent and preservative.

Ethylene Oxide

Ethylene oxide, C,H40, is a colorless, flammable gas that
liquefies at 12°C. It has been used to sterilize temperature-
sensitive medical equipment and certain pharmaceuticals
that cannot be heat sterilized in an autoclave. Ethylene oxide
diffuses readily through porous materials and very effec-
tively destroys all forms of microorganisms at ambient tem-
peratures.®

CHy

CH,

Ethylene oxide forms explosive mixtures in air at con-
centrations ranging from 3% to 80% by volume. The explo-
sion hazard is eliminated when the gas is mixed with suffi-
cient concentrations of carbon dioxide. Carboxide is a
commercial sterilant containing 10% ethylene oxide and
90% carbon dioxide by volume that can be handled and re-
leased in air without danger of explosion. Sterilization is ac-
complished in a sealed, autoclave-like chamber or in gas-
impermeable bags.

The mechanism of the germicidal action of ethylene
oxide probably involves the alkylation of functional groups
in nucleic acids and proteins by nucleophilic opening of the
oxide ring. Ethylene oxide is a nonselective alkylating
agent, and for that reason is extremely toxic and potentially
carcinogenic. Exposure to skin and mucous membranes
should be avoided, and inhalation of the gas should be pre-
vented by use of an appropriate respiratory mask during
handling and sterilization procedures.

Aldehydes

Formaldehyde Solution

Formalin is a colorless aqueous solution that officially
contains not less than 37% w/v of formaldehyde (HCHO),
with methanol added to retard polymerization. Formalin is
miscible with water and alcohol and has a characteristic pun-
gent aroma. Formaldehyde readily undergoes oxidation and
polymerization, leading to formic acid and paraformalde-



hyde, respectively, so the preparation should be stored in
tightly closed, light-resistant containers. Formalin must be
stored at temperatures above 15°C to prevent cloudiness,

which develops at lower temperatures.
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The germicidal action of formaldehyde is slow but pow-
erful. The mechanism of action is believed to involve direct,
nonspecific alkylation of nucleophilic functional groups
(amino, hydroxyl, and sulthydryl) in proteins and nucleic
acids to form carbinol derivatives. The action of formalde-
hyde is not confined to microorganisms. The compound is
irritating to mucous membranes and causes hardening of the
skin. Oral ingestion of the solution leads to severe gastroin-
testinal distress. Contact dermatitis is common with forma-
lin, and pure formaldehyde is suspected to be a carcinogen.

Glutaraldehyde Disinfectant Solution

Glutaraldehyde (Cidex, a 5-carbon dialdehyde) is used as a
dilute solution for sterilization of equipment and instru-
ments that cannot be autoclaved. Commercial glutaralde-
hyde is stabilized in alkaline solution. The preparation actu-
ally consists of two components, glutaraldehyde and buffer,
which are mixed together immediately before use. The acti-
vated solution contains 2% glutaraldehyde buffered at pH
7.5 to 8.0. Stabilized glutaraldehyde solutions retain more
than 80% of their original activity 30 days after prepara-
tion,” whereas the nonstabilized alkaline solutions lose
about 44% of their activity after 15 days. At higher pH
(>8.5), glutaraldehyde rapidly polymerizes. Nonbuffered
solutions of glutaraldehyde are acidic, possibly because of
an acidic proton on the cyclic hemiacetal form. The acidic
solutions are stable but lack sporicidal activity.

HO H
H H
M ]
(0] (0]
Glutaraldehyde Glutaraldehyde
Hemiacetal

© PHENOLS AND THEIR DERIVATIVES

Phenol, USP, remains the standard to which the activity of
most germicidal substances is compared. The phenol coeffi-
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cient is defined as the ratio of a dilution of a given test dis-
infectant to the dilution of phenol that is required to kill (to
the same extent) a strain of Salmonella typhi under carefully
controlled time and temperature conditions. As an example,
if the dilution of a test disinfectant is 10-fold greater than the
dilution of phenol, the phenol coefficient is 10. Obviously,
the phenol coefficient of phenol itself is 1. The phenol coef-
ficient test has many drawbacks. Phenols and other germi-
cides do not kill microorganisms uniformly, so variations in
the phenol coefficient will occur. Moreover, the conditions
used to conduct the test are difficult to reproduce exactly, so
high variability between different measurements and labora-
tories is expected. Hence, the phenol coefficient may be
unreliable.

Several phenols are actually more bactericidal than phe-
nol itself. Substitution with alkyl, aryl, and halogen (espe-
cially in the para position) groups increases bactericidal ac-
tivity. Straight-chain alkyl groups enhance bactericidal
activity more than branched groups. Alkylated phenols and
resorcinols are less toxic than the parent compounds while
retaining bactericidal properties. Phenols denature bacterial
proteins at low concentrations, whereas lysis of bacterial
cell membranes occurs at higher concentrations.

Phenol

Phenol (carbolic acid) is a colorless to pale-pink crystalline
material with a characteristic “medicinal odor.” It is soluble
to the extent of 1 part to 15 parts water, very soluble in al-
cohol, and soluble in methanol and salol (phenyl salicylate).

OH

Phenol exhibits germicidal activity (general protoplas-
mic poison), is caustic to skin, exerts local anesthetic ef-
fects, and must be diluted to avoid tissue destruction and
dermatitis.

Sir Joseph Lister introduced phenol as a surgical antisep-
tic in 1867, and it is still used occasionally as an antipruritic
in phenolated calamine lotion (0.1%—1% concentrations). A
4% solution of phenol in glycerin has been used to cauterize
small wounds. Phenol is almost obsolete as an antiseptic and
disinfectant.

Liquified Phenol

Liquified phenol is simply phenol containing 10% water.
The liquid form is convenient for adding phenol to various
pharmaceutical preparations because it can be measured and
transferred easily. The water content, however, precludes its
use in fixed oils or liquid petrolatum, because the solution is
not miscible with lipophilic ointment bases.

p-Chlorophenol

p-Chlorophenol is used in combination with camphor in lig-
uid petrolatum as an external antiseptic and anti-irritant. The
compound has a phenol coefficient of about 4.

OH

Cl
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p-Chloro-m-xylenol

p-Chloro-m-xylenol (PC-MX; Metasep) is a nonirritating
antiseptic agent with broad-spectrum antibacterial and anti-
fungal properties. It is marketed in a 2% concentration as a
shampoo. It has also been used topically for the treatment of
tinea (ringworm) infections such as athlete’s foot (tinea
pedis) and jock itch (tinea cruris).

H3C OH

Cl
CHj5

Hexachlorophene

Hexachlorophene, 2,2’-methylenebis (3,4,6-trichlorophe-
nol); 2,2'-dihydroxy-3,5,6,3",5', 6’-hexachlorodiphenyl-
methane (Gamophen, Surgicon, pHisoHex) is a white to
light-tan crystalline powder that is insoluble in water but is
soluble in alcohol and most other organic solvents. A biphe-
nol such as hexachlorophene will, in general, possess
greater potency than a monophenol. In addition, as ex-
pected, the increased degree of chlorination of hexa-
chlorophene increases its antiseptic potency further.

Cl Cl

CICI

cl cl
OH OH

Hexachlorophene is easily adsorbed onto the skin and
enters the sebaceous glands. Because of this, topical appli-
cation elicits a prolonged antiseptic effect, even in low con-
centrations. Hexachlorophene is used in concentrations of
2% to 3% in soaps, detergent creams, lotions, and shampoos
for various antiseptic uses. It is, in general, effective against
Gram-positive bacteria, but many Gram-negative bacteria
are resistant.

The systemic toxicity of hexachlorophene in animals after
oral and parenteral administration had been known for some
time, but in the late 1960s and early 1970s, reports of neuro-
toxicity in infants bathed in hexachlorophene and in burn pa-
tients cleansed with the agent prompted the FDA to ban its
use in over-the-counter (OTC) antiseptic and cosmetic prepa-
rations.'® Hexachlorophene is still available by prescription.

Cresol
Cresol is actually a mixture of three isomeric methylphenols:

OH OH OH
f: CHj, f
CHs
CHs

The mixture occurs as a yellow to brownish yellow lig-
uid that has a characteristic odor of creosote. Cresol is ob-
tained from coal tar or petroleum by alkaline extraction into
aqueous medium, acidification, and fractional distillation.
The mixture is an inexpensive antiseptic and disinfectant. It
possesses a phenol coefficient of 2.5. Cresol is sparingly
soluble in water, although alcohols and other organic sol-
vents will solubilize it. The drawback to its use as an anti-
septic is its unpleasant odor.

Chlorocresol

4-Chloro-3-methylphenol occurs as colorless crystals.
Chlorocresol is only slightly soluble in water. At the low
concentration that can be achieved in aqueous media, the
compound is only useful as a preservative.

OH

CH,
Cl

Thymol

Isopropyl m-cresol is extracted from oil of Thymus vulgaris
(thyme, of the mint family) by partitioning into alkaline
aqueous medium followed by acidification. The crystals ob-
tained from the mother liquor are large and colorless, with a
thymelike odor. Thymol is only slightly soluble in water,
but it is extremely soluble in alcohols and other organic sol-
vents. Thymol has mild fungicidal properties and is used in
alcohol solutions and in dusting powders for the treatment
of tinea (ringworm) infections.

OH

Eugenol

4-Allyl-2-methoxyphenol is obtained primarily from clove
oil. It is a pale-yellow liquid with a strong aroma of cloves
and a pungent taste. Eugenol is only slightly soluble in water
but is miscible with alcohol and other organic solvents.
Eugenol possesses both local anesthetic and antiseptic activ-
ity and can be directly applied on a piece of cotton to relieve
toothaches. Eugenol is also used in mouthwashes because of
its antiseptic property and pleasant taste. The phenol coeffi-
cient of eugenol is 14.4.

OH |
O



Resorcinol

m-Dihydroxybenzene (resorcin), or resorcinol, is prepared
synthetically. It crystallizes as white needles or as an amor-
phous powder that is soluble in water and alcohol.
Resorcinol is light sensitive and oxidizes readily, so it must
be stored in tight, light-resistant containers. It is much less
stable in solution, especially at alkaline pH. Resorcinol is
only a weak antiseptic (phenol coefficient 0.4). Nevertheless,
it is used in 1% to 3% solutions and in ointments and pastes
in concentrations of 10% to 20% for the treatment of skin
conditions such as ringworm, eczema, psoriasis, and sebor-
rheic dermatitis. In addition to its antiseptic action, resorcinol
is a keratolytic agent. This property causes the stratum
corneum of the skin to slough, opening the barrier to penetra-
tion for antifungal agents.

OH

OH

Hexylresorcinol

4-Hexylresorcinol, or “hexylresorcinol,” is a white crys-
talline substance with a faint phenolic odor. When applied
to the tongue it produces a sensation of numbness. It is
freely soluble in alcohol but only slightly soluble in water
(1-20,000 parts). Hexylresorcinol is an effective antisep-
tic, possessing both bactericidal and fungicidal properties.
The phenol coefficient of hexylresorcinol against S. aureus
is 98. As is typical for alkylated phenols, hexylresorcinol
possesses surfactant properties. The compound also has
local anesthetic activity. Hexylresorcinol is formulated
into throat lozenges because of its local anesthetic and an-
tiseptic properties. These preparations are probably of lit-
tle value. Hexylresorcinol (in the concentration in the
lozenge) is probably not antiseptic, and the local anesthetic
property can anesthetize the larynx, causing temporary

laryngitis.

© OXIDIZING AGENTS

In general, oxidizing agents that are of any value as germi-
cidal agents depend on their ability to liberate oxygen in the
tissues. Many of these agents are inorganic compounds, in-
cluding hydrogen peroxide, several metal peroxides, and
sodium perborate. All of these react in the tissues to gener-
ate oxygen and oxygen radicals. Other oxidizing agents,
such as KMnO, denature proteins in microorganisms
through a direct oxidation reaction. Oxidizing agents are
especially effective against anaerobic bacteria and can be
used in cleansing contaminated wounds. The bubbles that
form during the liberation of oxygen help to dislodge debris.
The effectiveness of the oxidizing agents is somewhat lim-
ited by their generally poor penetrability into infected tis-
sues and organic matter. Additionally, the action of the oxi-
dizers is typically transient.
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Carbamide Peroxide Topical Solution

Carbamide peroxide (Gly-Oxide) is a stable complex of urea
and hydrogen peroxide. It has the molecular formula
H,NCONH, H,0,. The commercial preparation is a solu-
tion of 12.6% carbamide peroxide in anhydrous glycerin.
When mixed with water, hydrogen peroxide is liberated.
Carbamide peroxide is used as both an antiseptic and disin-
fectant. The preparation is especially effective in the treat-
ment of oral ulcerations or in dental care. The oxygen bub-
bles that are liberated remove debris.

Hydrous Benzoyl Peroxide

Hydrous benzoyl peroxide (Oxy-5, Oxy-10, Vanoxide) is a
white granular powder. In its pure powder form, it is explo-
sive. The compound is formulated with 30% water to make
it safer to handle.

Compounded at 5% and 10% concentrations, benzoyl
peroxide is both keratolytic and keratogenic. It is used in the
treatment of acne. Benzoyl peroxide induces proliferation of
epithelial cells, leading to sloughing and repair.''

© HALOGEN-CONTAINING COMPOUNDS
IODOPHORS

Elemental iodine (I,) is probably the oldest germicide still in
use today. It was listed in 1830 in USP-II as a tincture and a
liniment. Iodine tincture (2% iodine in 50% alcohol with
sodium iodide), strong iodine solution (Lugol’s solution, 5%
iodine in water with potassium iodide), and iodine solution
(2% iodine in water with sodium iodide) are currently offi-
cial preparations in the USP. The iodide salt is admixed to
increase the solubility of the iodine and to reduce its volatil-
ity. Iodine is one of the most effective and useful of the ger-
micides. It probably acts to inactivate proteins by iodination
of aromatic residues (phenylalanyl and tyrosyl) and oxida-
tion (sulthydryl groups). Mixing with several nonionic and
cationic surfactants can solubilize iodine. Complexes form
that retain the germicidal properties of the iodine while re-
ducing its volatility and removing its irritant properties.'* In
some of the more active, nonionic surfactant complexes, it
is estimated that approximately 80% of the dissolved iodine
remains available in bacteriologically active form. These ac-
tive complexes, called iodophors, are both bactericidal and
fungicidal.

Povidone-lodine

Povidone—iodine (Betadine, Isodine, polymer polyvinylpyrroli-
done [PVP]—-iodine) is a charge-transfer complex of iodine with
the nonionic surfactant PVP. The complex is extremely water
soluble and releases iodine very slowly. Hence, the preparation
provides a nontoxic, nonvolatile, and nonstaining form of io-
dine that is not irritating to the skin or to wounds.
Approximately 10% of the iodine in the complex is bioavail-
able. Povidone—iodine is used as an aqueous solution for
presurgical disinfection of the incision site. It can also be used
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to treat infected wounds and damage to the skin, and it is effec-
tive for local bacterial and fungal infections. Several other
forms of PVP—-iodine are available, including aerosols, foams,
ointments, surgical scrubs, antiseptic gauze pads, sponges,
mouthwashes, and a preparation that disinfects whirlpool baths
and hot tubs.
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CHLORINE-CONTAINING COMPOUNDS

Chlorine and chlorine-releasing compounds have been used
in the disinfection of water supplies for more than a cen-
tury. The discovery that hypochlorous acid (HCIO) is the
active germicidal species that is formed when chlorine is
dissolved in water led to the development and use of the
first inorganic hypochlorite salts such as NaOCI and
Ca(OCl),. Later, organic N-chloro compounds were devel-
oped as disinfectants. These compounds release hypochlor-
ous acid when dissolved in water, especially in the presence
of acid. Two equally plausible mechanisms have been pro-
posed for the germicidal action of hypochlorous acid: the
chlorination of amide nitrogen atoms and the oxidation of
sulfhydryl groups in proteins. Organic compounds that
form stable N-chloro derivatives include amides, imides,
and amidines. N-Chloro compounds slowly release HOCl
in water. The antiseptic effect of these agents is optimal at
around pH 7.

Halazone

p-Dichlorosulfamoylbenzoic acid is a white, crystalline,
photosensitive compound with a faint chlorine odor.
Halazone is only slightly soluble in water at pH 7 but be-
comes very soluble in alkaline solutions. The sodium salt of
halazone is used to disinfect drinking water.
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Chloroazodin

N,N-Dichlorodicarbonamidine (Azochloramid) is a bright
yellow crystalline solid with a faint odor of chlorine. It is
mostly insoluble in water and organic solvents and is unsta-
ble to light or heat. Chloroazodin will explode if heated
above 155°C. The compound is soluble enough in water to
be used in very dilute solution to disinfect wounds, as pack-
ing for dental caries, and for lavage and irrigation. A glyc-
eryltriacetate solution is used as a wound dressing. The an-
tiseptic action of chloroazodin is long lasting because of its
extremely slow reaction with water.

Oxychlorosene Sodium
Oxychlorosene (Clorpactin) is a complex of the sodium salt
of dodecylbenzenesulfonic acid and hypochlorous acid. The
complex slowly releases hypochlorous acid in solution.
Oxychlorosene occurs as an amorphous white powder
that has a faint odor of chlorine. It combines the germicidal
properties of HOCI with the emulsifying, wetting, and kera-
tolytic actions of an anionic detergent. The agent has a
marked and rapid-cidal action against most microorgan-
isms, including both Gram-positive and Gram-negative bac-
teria, molds, yeasts, viruses, and spores. Oxychlorosene is
used to treat localized infections (especially when resistant
organisms are present), to remove necrotic tissue from mas-
sive infections or radiation necrosis, to counteract odorous
discharges, to act as an irritant, and to disinfect cysts and fis-
tulas. Oxychlorosene is marketed as a powder for reconsti-
tution into a solution. A typical application uses a 0.1% to
0.5% concentration in water. Dilutions of 0.1% to 0.2% are
used in urology and ophthalmology.

© CATIONIC SURFACTANTS

All of the cationic surfactants are quaternary ammonium
compounds (Table 6.3). For that reason, they are always
ionized in water and exhibit surface-active properties. The
compounds, with a polar head group and nonpolar hydro-
carbon chain, form micelles by concentrating at the inter-
face of immiscible solvents. The surface activity of these
compounds, exemplified by lauryl triethylammonium sul-
fate, results from two structural moieties: (a) a cationic
head group, which has a high affinity for water and (b) a
long hydrocarbon tail, which has an affinity for lipids and
nonpolar solvents.
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At the right concentration (the critical micelle concentra-
tion), the molecules concentrate at the interface between
immiscible solvents, such as water and lipid, and water-in-oil
or oil-in-water emulsions may be formed with the ammo-
nium head group in the water layer and the nonpolar hydro-
carbon chain associated with the oil phase. The synthesis and
antimicrobial actions of the members of this class of com-
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TABLE 6.3 Analogs of Dimethylbenzylammonium Chloride
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pounds were first reported in 1908, but it was not until the pi-
oneering work of Gerhard Domagk in 1935'3 that attention
was directed to their usefulness as antiseptics, disinfectants,
and preservatives.

The cationic surfactants exert a bactericidal action against
a broad spectrum of Gram-positive and Gram-negative bac-
teria. They are also active against several pathogenic species
of fungi and protozoa. All spores resist these agents. The
mechanism of action probably involves dissolution of the
surfactant into the microbial cell membrane, destabilization,
and subsequent lysis. The surfactants may also interfere with
enzymes associated with the cell membrane.

The cationic surfactants possess several other properties.
In addition to their broad-spectrum antimicrobial activity,
they are useful as germicides. They are highly water solu-
ble, relatively nontoxic, stable in solution, nonstaining, and
noncorrosive. The surface activity causes a keratolytic ac-
tion in the stratum corneum and, hence, provides good tis-
sue penetration. In spite of these advantages, the cationic

surfactants present several difficulties. Soaps and other an-
ionic detergents inactivate them. All traces of soap must be
removed from skin and other surfaces before they are ap-
plied. Tissue debris, blood, serum, and pus reduce the ef-
fectiveness of the surfactants. Cationic surfactants are also
adsorbed on glass, talc, and kaolin to reduce or prevent
their action. The bactericidal action of cationic surfactants
is slower than that of iodine. Solutions of cationic surfac-
tants intended for disinfecting surgical instruments, gloves,
etc. should never be reused because they can harbor infec-
tious microorganisms, especially Pseudomonas and
Enterobacter spp.

Benzalkonium Chloride

Alkylbenzyldimethylammonium chloride (Zephiran) is a mix-
ture of alkylbenzyldimethylammonium chlorides of the gen-
eral formula [C¢HsCH,N(CH3),R]"Cl1~, where R represents a
mixture of alkyl chains beginning with CgH;; and extending
to higher homologues with C;,H5s, C14Hy9, and C¢H33, The
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higher—molecular-weight homologues compose the major
fractions. Although variations in the physical and antimicro-
bial properties exist between individual members of the mix-
ture, they are of little importance in the chemistry of the over-
all product. Benzalkonium chloride occurs as a white gel that
is soluble in water, alcohol, and organic solvents. Aqueous so-
lutions are colorless, slightly alkaline, and very foamy.
Benzalkonium chloride is a detergent, an emulsifier, and
a wetting agent. It is used as an antiseptic for skin and mu-
cous membranes in concentrations of 1:750 to 1:20,000. For
irrigation, 1:20,000 to 1:40,000 concentrations are used. For
storage of surgical instruments, 1:750 to 1:5,000 concentra-
tions are used, with 0.5% NaNO; added as a preservative.

Methylbenzethonium Chloride
Benzyldimethyl[2-[2-[[4-(1,1,3,3-tetramethylbutyl)
tolyl]oxy]ethoxy]ethyl]ammonium chloride (Diaparene) is a
mixture of methylated derivatives of methylbenzethonium
chloride. It is used specifically for the treatment of diaper
rash in infants, caused by the yeast Candida albicans, which
produces ammonia. The agent is also used as a general anti-
septic. Its properties are virtually identical to those of ben-
zethonium chloride.

Benzethonium Chloride
Benzyldimethyl[2-[2-[p-(1,1,3,3-tetramethylbutyl)phe-
noxyJethoxy]ethylJammonium chloride (Phemerol chloride)
is a colorless crystalline powder that is soluble in water, al-
cohol, and most organic solvents. The actions and uses of
this agent are similar to those of benzalkonium chloride. It
is used at a 1:750 concentration for skin antisepsis. For the
irrigation of mucous membranes, a 1:5,000 solution is used.
A 1:500 tincture is also available.

Cetylpyridinium Chloride

1-Hexadecylpyridinium chloride is a white powder that is
very soluble in water and alcohol. In this compound, the
quaternary nitrogen atom is a member of an aromatic pyri-
dine ring.

The cetyl derivative is the most active of a series of
alkylpyridinium compounds. It is used as a general antisep-
tic in concentrations of 1:100 to 1:1,000 for intact skin,
1:1,000 for minor lacerations, and 1:2,000 to 1:10,000 for
the irrigation of mucous membranes. Cetylpyridinium chlo-
ride is also available in the form of throat lozenges and a
mouthwash at a 1:20,000 dilution.

Chlorhexidine Gluconate
1,6-Di(4’-chlorophenyldiguanido)hexane gluconate (Hibiclens)
is the most effective of a series of antibacterial biguanides orig-
inally developed in Great Britain.'*

The antimicrobial properties of the biguanides were dis-
covered as a result of earlier testing of these compounds as
possible antimalarial agents (Chapter 7). Although the
biguanides are technically not bisquaternary ammonium
compounds and, therefore, should probably be classified
separately, they share many physical, chemical, and antimi-
crobial properties with the cationic surfactants. The
biguanides are strongly basic, and they exist as dications at
physiological pH. In chlorhexidine, the positive charges are
counterbalanced by gluconate anions (not shown). Like
cationic surfactants, these undergo inactivation when mixed
with anionic detergents and complex anions such as phos-
phate, carbonate, and silicate.

Chlorhexidine has broad-spectrum antibacterial activity
but is not active against acid-fast bacteria, spores, or
viruses. It has been used for such topical uses as preopera-
tive skin disinfection, wound irrigation, mouthwashes, and
general sanitization. Chlorhexidine is not absorbed
through skin or mucous membranes and does not cause
systemic toxicity.

€© DYES

Organic dyes were used very extensively as anti-infective
agents before the discovery of the sulfonamides and the an-
tibiotics. A few cationic dyes still find limited use as anti-
infectives. These include the triphenylmethane dyes gentian
violet and basic fuchsin and the thiazine dye methylene blue.
The dyes form colorless leucobase forms under alkaline con-
ditions. Cationic dyes are active against Gram-positive bac-
teria and many fungi; Gram-negative bacteria are generally
resistant. The difference in susceptibility is probably related
to the cellular characteristics that underlie the Gram stain.
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Gentian Violet

Gentian violet is variously known as hexamethyl-p-rosani-
line chloride, crystal violet, methyl violet, and methyl-
rosaniline chloride. It occurs as a green powder or green
flakes with a metallic sheen. The compound is soluble in
water (1:35) and alcohol (1:10) but insoluble in nonpolar or-
ganic solvents. Gentian violet is available in vaginal suppos-
itories for the treatment of yeast infections. It is also used as
a 1% to 3% solution for the treatment of ringworm and yeast
infections. Gentian violet has also been used orally as an an-
thelmintic for strongyloidiasis (threadworm) and oxyuriasis.
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Basic Fuchsin

Basic fuchsin is a mixture of the chlorides of rosaniline and
p-rosaniline. It exists as a green crystalline powder with a
metallic appearance. The compound is soluble in water and
in alcohol but insoluble in ether. Basic fuchsin is a compo-
nent of carbol—fuchsin solution (Castellani’s paint), which is
used topically in the treatment of fungal infections, notably
ringworm and athlete’s foot.

Methylene Blue

Methylene blue is 3,7-bis(dimethylamino)-phenazathionium
chloride (Urised). The compound occurs as a dark green
crystalline powder with a metallic appearance that is soluble
in water (1:25) and alcohol (1:65).

Methylene blue has weak antiseptic properties that make
it useful for the treatment of cystitis and urethritis. The ac-
tion of methylene blue is considered to be bacteriostatic.
The compound colors the urine and stool blue green.

NaOH
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© MERCURY COMPOUNDS (MERCURIALS)

Mercury and its derivatives have been used in medicine for
centuries. Elemental mercury incorporated into ointment
bases was used topically for the treatment of localized infec-
tions and syphilis. Several inorganic salts of mercury, such
as mercuric chloride (HgCl,) and mercurous chloride
(calomel, Hg,Cl,) were at one time widely used as antisep-
tics. Ammoniated mercury [Hg(NH,)Cl] is still occasionally
used for skin infections such as impetigo, psoriasis, and
ringworm. Mercuric oxide is sometimes used to treat in-
flammation resulting from infection of the eye. Although the
potential interaction of mercuric ion with the tissues is
greatly reduced by the low water solubility of these agents,
they can be irritating and can cause hypersensitivity reac-
tions; therefore, their use is not recommended.

The comparatively few organomercurials still in use are
employed as antiseptics, preservatives, or diuretics.
Organomercurials can be grouped into two general classes:
(a) compounds with at least one carbon—mercury bond that
does not ionize readily and (b) compounds with mercury
bonded to heteroatoms (e.g., oxygen, nitrogen, sulfur) that
ionize partially or completely. In addition to its effect on
ionization, the organic moiety may increase the lipid solu-
bility of an organomercurial compound, thereby facilitating
its penetration into microorganisms and host tissues.

The antibacterial action of mercury compounds is be-
lieved to result from their reaction with sulthydryl (-SH)
groups in enzymes and other proteins to form covalent com-
pounds of the type R-S-Hg-R’. This action is reversible by
treatment with thiol-containing compounds such as cysteine
and dimercaprol (BAL); hence, organomercurials, reacting
reversibly, are largely bacteriostatic. The antibacterial activ-
ity of organomercurial antiseptics is greatly reduced in
serum because of the presence of proteins that inactivate
mercury compounds. Organomercurial antiseptics are not
very effective against spores.

The disadvantages of mercurials for antiseptic and disin-
fectant uses far outweigh any possible advantages that they
might have. Hence, other more effective and less potentially
toxic agents are preferable.

Nitromersol
3-(Hydroxymercuri)-4-nitro-o-cresol inner salt (Metaphen)
occurs as a yellow powder that is practically insoluble in
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water and is sparingly soluble in alcohol and most organic
solvents. The sodium salt probably has the “inner salt”
structure in which the inner shell electrons of mercury are
occupied.’® The bonding to mercury in this salt should be
collinear, thus the following structure is somewhat improb-
able. Nevertheless, this structure is shown in the USP and
the Merck Index.

Nitromersol is nonirritating to mucous membranes and is
nonstaining. Therefore, at one time, it was a very popular
antiseptic for skin and ocular infections. Nitromersol has
largely been replaced by superior agents.

Thimerosal

[(o-Carboxyphenyl)-thio]ethylmercury  sodium  salt
(Merthiolate) is a cream-colored, water-soluble powder. It is
nonstaining and nonirritating to tissues. Thimerosal is a
weakly bacteriostatic antiseptic that is applied topically in
ointments or aqueous solutions.

+
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€ PRESERVATIVES

Preservatives are added to various dosage forms and cos-
metic preparations to prevent microbial contamination. In
parenteral and ophthalmic preparations, preservatives are
used to maintain sterility in the event of accidental contam-
ination during use. An ideal preservative would be effective
at low concentrations against all possible microorganisms,
be nontoxic and compatible with other constituents of the
preparation, and be stable for the shelf life of the prepara-
tion. The ideal preservative does not exist, but there is quite
a bit of experience with some of them. In some cases, com-
binations of preservative agents are used to approximate a
mixture of ideal features.

p-Hydroxybenzoic Acid Derivatives

Esters of p-hydroxybenzoic acid (parabens) have distinct
antifungal properties. Their toxicity to the human host is
typically low because they undergo rapid hydrolysis in vivo
to p-hydroxybenzoic acid, which is quickly conjugated and
excreted. This property makes the parabens useful as preser-
vatives for liquid dosage forms. The preservative activity
generally increases with molecular weight, but the methyl
ester is most effective against molds, whereas the propyl
ester is most effective against yeasts. The more lipid-soluble
propyl ester is the preferred preservative for drugs in oil or
lipophilic bases.

Methylparaben

Methyl p-hydroxybenzoate, or methylparaben, is a white
crystalline powder. It is soluble in water and alcohol but
only slightly soluble in nonpolar organic solvents.
Methylparaben is used as a safeguard against mold growth.
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Propylparaben

Propyl p-hydroxybenzoate, or propylparaben, occurs as a
white crystalline powder that is slightly soluble in water but
soluble in most organic solvents. It is used as a preservative,
primarily to retard yeast growth. Propylparaben sodium is a
water-soluble sodium salt of the 4-phenol group. The pH of
solutions of propylparaben sodium is basic (pH ~10).
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Butylparaben

n-Butyl p-hydroxybenzoate (butylparaben) occurs as a white
crystalline powder that is sparingly soluble in water but very
soluble in alcohols and in nonpolar organic solvents.
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Ethylparaben

Ethyl p-hydroxybenzoate (ethylparaben) is a white crys-
talline powder that is slightly soluble in water but soluble in
alcohol and most organic solvents.
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Other Preservatives

Chlorobutanol

1,1,1-Trichloro-2-methyl-2-propanol is a white crystalline
solid with a camphorlike aroma. It occurs in an anhydrous
form and a hemihydrate form, both of which sublime at room
temperature and pressure. Chlorobutanol is slightly soluble in
water and soluble in alcohol and in organic solvents.

Cl
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Chlorobutanol is used as a bacteriostatic agent in phar-

maceuticals for injection, ophthalmic use, and intranasal ad-
ministration. It is unstable when heated in aqueous solution,



especially at pH greater than 7. Under these conditions,
chlorobutanol undergoes elimination. Solutions with a pH
of approximately 5 are reasonably stable at 25°C.
Chlorobutanol is stable in oils and organic solvents.

Benzyl Alcohol

Benzyl alcohol (phenylcarbinol, phenylmethanol) occurs
naturally as the unesterified form in oil of jasmine and in es-
ters of acetic, cinnamic, and benzoic acids in gum benzoin,
storax resin, Peru balsam, tolu balsam, and some volatile
oils. It is soluble in water and alcohol and is a clear liquid
with an aromatic odor.

Benzyl alcohol is commonly used as a preservative in
vials of injectable drugs in concentrations of 1% to 4% in
water or saline solution. Benzyl alcohol has the added ad-
vantage of having a local anesthetic action. It is commonly
used in ointments and lotions as an antiseptic in the treat-
ment of various pruritic skin conditions.

Phenylethyl Alcohol

Phenylethyl alcohol (2-phenylethanol, orange oil, rose oil,
CcHsCH,CH,OH) is a clear liquid that is sparingly soluble
in water (~2%). It occurs naturally in rose oil and pine-
needle oil. It is used primarily in perfumery.

Benzoic Acid

Benzoic acid and its esters occur naturally in gum benzoin
and in Peru and tolu balsams. It is found as a white crys-
talline solid that slowly sublimes at room temperature and is
steam distillable. It is slightly soluble in water (0.3%) but
more soluble in alcohol and in other polar organic solvents.
It has a pK, of 4.2. Benzoic acid is used externally as an an-
tiseptic in lotions, ointments, and mouthwashes. It is more
effective as a preservative in foods and pharmaceutical
products at low pH (less than the pK,). When used as a pre-
servative in emulsions, its effectiveness depends on both pH
and distribution into the two phases.'®
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Sodium Benzoate

Sodium benzoate is a white crystalline solid that is soluble
in water and alcohol. It is used as a preservative in acidic
liquid preparations in which benzoic acid is released.

Sodium Propionate

Sodium propionate occurs as transparent colorless crystals
that are soluble in water and alcohol. It is an effective anti-
fungal agent that is used as a preservative. Sodium propi-
onate is most effective at low pH.

Sorbic Acid
2,4-Hexadienoic acid is an effective antifungal preservative.
It is sparingly soluble in water and has a pK, of 4.8. Sorbic
acid is used to preserve syrups, elixirs, ointments, and lo-
tions containing components such as sugars that support
mold growth.

/WJ\OH
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Potassium Sorbate

Potassium sorbate occurs as a white crystalline material that
is soluble in water and alcohol. It is used in the same way as
sorbic acid when greater water solubility is required.

P

Phenylmercuric Nitrate

Phenylmercuric nitrate is a mixture of phenylmercuric ni-
trate and phenylmercuric hydroxide. It occurs as a white
crystalline material that is sparingly soluble in water and
slightly soluble in alcohol. It is used in concentrations of
1:10,000 to 1:50,000 to preserve injectable drugs against
bacterial contamination. A disadvantage to organomercuri-
als is that their bacteriostatic efficacy is reduced in the pres-
ence of serum.
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Phenylmercuric Acetate

Acetoxyphenylmercury occurs as white prisms that are sol-
uble in alcohol but only slightly soluble in water. It is used
as a preservative.
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© ANTIFUNGAL AGENTS

General Introduction to Fungi:
Medical Mycology

The discovery that some infectious diseases could be attrib-
uted to fungi actually preceded the pioneering work of
Pasteur and Koch with pathogenic bacteria by several years.
Two microbiologists, Schonlein and Gruby, studied the fun-
gus Trichophyton schoenleinii in 1839. In that same year,
Langenbeck reported the yeastlike microorganism responsi-
ble for thrush (C. albicans). Gruby isolated the fungus re-
sponsible for favus on potato slices, rubbed it on the head of
a child, and produced the disease. Hence, he fulfilled Koch’s
postulates 40 years before they were formulated.!” In spite
of its earlier beginnings, medical mycology was quickly
overshadowed by bacteriology, and it has only recently
begun to receive the serious attention that it deserves. This
is perhaps attributable to the relatively benign nature of the
common mycoses, the rarity of the most serious ones, and
the need for a morphological basis for differential identifi-
cation of these structurally complex forms.

Cursory examination shows that fungal infections fall
into two well-defined groups: the superficial and the deep-
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seated mycoses.'® The superficial mycoses are, by far, the
most common and are caused, for the most part, by a rela-
tively homogeneous group of fungi, the dermatophytes.
These include the various forms of tinea, or ringworm,
which are infections of the hair or hair follicles, the superfi-
cial infections of the intertriginous or flat areas of hairless
skin, and infections of the nails. As a rule, these lesions are
mild, superficial, and restricted. The causative microbes are
specialized saprophytes with the unusual ability to digest
keratin. They have their ultimate reservoir in the soil. Unlike
the deep-seated mycoses, however, they are frequently
transmitted from one host to another (e.g., athlete’s foot). A
species of yeast, Candida, also produces a dermatophyte-
like disease.

Systemic NMycoses

The deep-seated, systemic mycoses have a sporadic distribu-
tion,' being common in some parts of the world and un-
known in other geographical areas. These diseases have a
heterogeneous etiology. Diseases caused by the systemic or-
ganisms include histoplasmosis, sporotrichosis, blastomyco-
sis, coccidioidomycosis, cryptococcosis, and paracoccid-
ioidomycosis. The causative agents for these diseases are
soil-inhabiting saprophytes with the ability to adapt to the in-
ternal environment of their host. These organisms share a
common route of infection. Fungal spores are inhaled into
the lung, and a mild, coldlike condition may result. This may
be the only symptom. In most cases, disease is inapparent. In
asymptomatic disease, diagnosis is often made serendipi-
tously. Sensitization, which reflects present or previous ex-
perience with the organism, may be detected by a skin test or
other immunological procedure. The immune system deals
with these infections by walling them off or by producing
the giant cells that are common in type IV hypersensitivities.
X-ray examination or autopsy frequently reveals these le-
sions. As stated previously, the causative organisms of the
systemic infections are not typically transmitted from one
host to another, but infection by the organism in an endemic
area may be very common. Few infections develop into the
severe, deep, spreading, and often-fatal disease seen in some
persons. If the infection is symptomatic, the clinical signs
may be those of a mild, self-limiting disease; or the infection
may become progressive, with severe symptoms, tissue and
organ damage, and, frequently, death. Recovery from a
deep-seated infection of this type is accompanied by an un-
certain anamnestic immune response.
Opportunistic Fungal Infections??%"

In recent years, because of overzealous use of antibacterial
antibiotics, the use of immunosuppressive agents, cytotox-
ins, irradiation, and steroids, a new category of systemic
mycoses has become prominent. These are the opportunistic
fungal infections. There has been a precipitous rise in the in-
cidence of these diseases. The patient, as a result of drug
therapy, underlying disease, or medical manipulation, is de-
prived of the normal defenses conferred by microbial flora.
This allows organisms of normally low inherent virulence to
exploit the host. Such infections include systemic candidia-
sis, aspergillosis, and mucormycosis. Bacterial infections
such as Gram-negative septicemia, nocardiosis, and
Pseudomonas infection, fungal infections such as with
Pneumocystis carinii, and viral opportunists such as

cytomegalovirus also attack such patients. Multiple infec-
tions with various microorganisms are common. C. albicans
is a particularly common opportunist. This yeast is a mem-
ber of the normal microbial flora of human hosts, especially
in the vagina. Use of contraceptives often predisposes a pa-
tient to infection by Candida spp. Fungal flora that inhabit
the bowel may develop into a superinfection with the use of
antibiotics to sterilize the bowel before surgery. Oral can-
didiasis is common in poorly nourished persons, in patients
on immunosuppressive drugs, and in persons with acquired
immunodeficiency syndrome (AIDS). Opportunists can
grow in nearly every circumstance in which a patient’s im-
mune system is compromised.

Cutaneous Infections
(Dermatophytoses)>> 24

By far, the most common types of human fungal disease are
among the dermatophytoses. These are superficial infections
of the keratinized epidermis and keratinized epidermal ap-
pendages (i.e., the hair and nails). The severity of an infection
depends largely on the location of the lesion and the species
of the fungus involved. Though certain other fungi, notably
Candida spp., produce clinically similar diseases, a some-
what homogeneous group of fungi, termed the dermato-
phytes, is responsible for most cases. The ability of these or-
ganisms to invade and parasitize the cornified tissues of hair,
skin, and nails is closely associated with, and dependent on,
their common physiological characteristic—metabolic use of
the highly insoluble scleroprotein keratin. The biochemical
use of keratin is rare and is shared by the dermatophyte
species of the family Gymnoascaceae, with only a few
species of the family Onygenaceae, and certain tineae. In hu-
mans, the genera Trichophyton (notably T. rubrum [nails,
beard, smooth skin], 7. tonsurans [scalp, beard, nails], T. vi-
olaceum [scalp, skin nails], T. mentagrophytes [commonest
cause of athlete’s foot], T. verrucosum [scalp, beard], and T.
rubrum [psoriasis-like lesions of smooth skin, infections of
nails]), Microsporum (M. gypseum [scalp], M. fulvum [scalp,
hairless skin], and M. canis [scalp, hairless skin]), and
Epidermophyton (eczema) contain the most common der-
matophytes. These organisms cause the conditions known as
tinea (ringworm). Some of the common tinea infections are
listed in Table 6.4. The fungus Pityrosporum orbiculare
causes an additional type, tinea versicolor. This organism,
called Malassezia furfur in older literature, causes yellow to
brown patches or continuous scaling over the trunk and occa-
sionally the legs, face, and neck. The affected areas may be
identified by the inability to tan in the sun.

Regardless of the type of fungus that is causing an infec-
tion (Table 6.5), treatment is extremely difficult because
fungi, like mammalians, are eukaryotes. Many biochemical
structures, especially the cell membranes, are nearly identi-

TABLE 6.4 Locations of the Common Types of Tinea
(Ringworm)

Type Location
Tinea manuum Hand
Tinea cruris Groin
Tinea sycosis Beard
Tinea capitis Scalp
Tinea unguium Nails
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TABLE 6.5 Clinical Types of Fungal Infection

Type

Disease State

Causative Organism

Superficial infections

Cutaneous infections

Tinea versicolor
Piedra

Ringworm of scalp, hairless skin, nails

Candidosis of skin, mucous membranes,
nails; sometimes generalized

Pityrosporum orbiculare

Trichosporon cutaneum (white)

Piedraia hortae (black)

Dermatophytes, Microsporum, Trichophyton,
Epidermophyton

Candida albicans and related forms

Subcutaneous infections Chromomycosis
Mycotic mycetoma
Entomophthoromycosis
Systemic infections Histoplasmosis
Blastomycosis
Paracoccidioidomycosis
Coccidioidomycosis
Cryptococcosis
Sporotrichosis
Aspergillosis
Mucormycosis
Histoplasmosis duboisii

Fonsecaea and related forms

Allescheria boydii, Madurella mycetoma, etc.

Basidiobolus haptosporus,
Conidiobolus coronatus

Histoplasma capsulatum

Blastomyces dermatiditis

Paracoccidioides brasiliensis

Coccidioides immitis

Cryptococcus neoformans

Sporothrix schenckii

Aspergillus fumigates

Mucor spp., Absidia spp., Rhizopus spp.

Histoplasma capsulatum var. duboisii

cal, as are many biochemical reactions. Consequently, drugs
that will kill a fungus will have a toxic effect on human cells
at normal doses.

A slight difference exists in the cell membranes. Lipid bi-
layers by themselves are unstable and would be unable to
hold their shape and support their functions. Sterols are em-
bedded in the bilayers to act as stiffening agents. The 3-hy-
droxyl group represents the polar “head” group, and the non-
polar sterol skeleton and side chain align perfectly with the
nonpolar chains of the bilayer. In human cells, the sterol in the
membrane is cholesterol (Fig. 6.1). In fungi, the sterol is er-
gosterol (Fig. 6.2). This difference amounts to the only source
of selectivity that we have in treating fungal infections. New
antifungal drug development has focused on this difference as
a way to achieve selectivity, creating highly potent antifungal
drugs that are much less toxic to the human host.

Subcutaneous Fungal Infections??

Subcutaneous mycosis refers to a group of fungal diseases in
which both the skin and subcutaneous tissue are involved
but typically no dissemination to the internal organs occurs.

Figure 6.1 ® Cholesterol embedded in a
lipid bilayer.

The causative agents are classified among several unrelated
genera. They have the following characteristics in common:
(a) they are primarily soil saprophytes of very low-grade
virulence and invasive ability; and (b) in most human and
animal infections, they gain access as a result of a trauma to
the tissue. Many, if not all, organisms have the potential to
establish local infections under certain circumstances, de-
pending on their adaptability and the response of the host.
The tissue reaction in most cases varies with the agent in
question but usually remains a localized lesion similar to
that elicited by a foreign body. The major disease types are
chromomycosis, sporotrichosis, mycetoma, lobomycosis,
and entomophthoromycosis. A type of dimorphism accom-
panies infection by agents of some of these groups. The or-
ganisms undergo a morphogenesis from their saprophytic
form into a tissue or parasitic stage.

Tissue Reactions of Fungal Disease®®

The tissue response of the host to the infecting fungus
varies widely and depends somewhat on various invasive
organisms. In dermatophyte infections, erythema is gener-
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ally produced and is a result of the irritation of the tissues
by the organism. Sometimes, severe inflammation, fol-
lowed by scar tissue and keloid formation, occurs. This re-
sults from an exaggerated inflammatory response and an
allergic reaction to the organism and its products.

With organisms that invade living tissue, such as those
responsible for subcutaneous and systemic disease, there is
generally a uniform acute pyogenic reaction that gives way
to various chronic disease outcomes. Granuloma with
caseation and fibrocaseous pulmonary granuloma are poten-
tial outcomes of infection with Histoplasma capsulatum,
and thrombotic arteritis, a thrombosis characterized by a pu-
rulent coagulative necrosis and invasion of blood vessels,
may be caused during aspergillosis and mucormycosis. The
large numbers of fungal species of many morphotypes, their
disease etiology, and the diversity of outcomes make med-
ical mycology a complex field.

Topical Agents for Dermatophytoses

Collectively, the dermatophytoses are called tinea, or ring-
worm. Since these infections tend to be topical, their treat-
ment has been directed to surface areas of the skin. The skin
is a formidable barrier to drug penetration, and many of the
topical agents work best if an adjuvant is added that opens
the barrier function of the skin. Keratolytic agents such as
salicylic acid or other a-hydroxy compounds perform this
function reasonably well.

FATTY ACIDS

Adults have an acidic, fatty substance in and on the skin
called sebum. Sebum functions as a natural antifungal agent,
part of the innate immune system. Fatty acids have been
used for years with the idea that if a substance similar to
sebum could be applied to the infected area, the effect of the
sebum would be augmented and fungi could be eradicated.
The application of fatty acids or their salts does in fact have
an antifungal effect, albeit a feeble one.

The higher-molecular-weight fatty acids have the ad-
vantage of having lower volatility. Salts of fatty acids are
also fungicidal and provide nonvolatile forms for topical
application.

Propionic Acid
Propionic acid is an antifungal agent that is nonirritating
and nontoxic. After application, it is present in perspiration
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H lipid bilayer.

in low concentration (~0.01%). Salt forms with sodium,
potassium, calcium, and ammonium are also fungicidal.
Propionic acid is a clear, corrosive liquid with a charac-
teristic odor. It is soluble in water and alcohol. The
salts are usually used because they are nonvolatile and
odorless.

Zinc Propionate

Zinc propionate occurs as an anhydrous form and as a
monohydrate. It is very soluble in water but only sparingly
soluble in alcohol. The salt is unstable to moisture, forming
zinc hydroxide and propionic acid. Zinc propionate is used
as a fungicide, particularly on adhesive tape.

Sodium Caprylate

Sodium caprylate is prepared from caprylic acid, which is a
component of coconut and palm oils. The salt precipitates as
cream-colored granules that are soluble in water and spar-
ingly soluble in alcohol.

Sodium caprylate is used topically to treat superficial
dermatomycoses caused by C. albicans and Trichophyton,
Microsporum, and Epidermophyton spp. The sodium salt
can be purchased in solution, powder, and ointment forms.

Zinc Caprylate

Zinc caprylate is a fine white powder that is insoluble in
water or alcohol. The compound is used as a topical fungi-
cide. The salt is highly unstable to moisture.

Undecylenic Acid

10-Undecenoic acid (Desenex, Cruex) obtained from
the destructive distillation of castor oil. Undecylenic acid
is a viscous yellow liquid. It is almost completely insolu-
ble in water but is soluble in alcohol and most organic

solvents.
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Undecylenic acid is one of the better fatty acids for use
as a fungicide, although cure rates are low. It can be used in
concentrations up to 10% in solutions, ointments, powders,



and emulsions for topical administration. The preparation
should never be applied to mucous membranes because it is
a severe irritant. Undecylenic acid has been one of the
agents traditionally used for athlete’s foot (tinea pedis).
Cure rates are low, however.

Triacetin

Glyceryl triacetate (Enzactin, Fungacetin) is a colorless, oily
liquid with a slight odor and a bitter taste. The compound is
soluble in water and miscible with alcohol and most organic
solvents.

The activity of triacetin is a result of the acetic acid re-
leased by hydrolysis of the compound by esterases present
in the skin. Acid release is a self-limiting process because
the esterases are inhibited below pH 4.
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Salicylic Acid and Resorcinol

Salicylic acid is a strong aromatic acid (pK, 2.5) with both an-
tiseptic and keratolytic properties. It occurs as white, needle-
like crystals or a fluffy crystalline powder, depending on how
the compound was brought out of solution. Salicylic acid is
only slightly soluble in water but is soluble in most organic
solvents. The greater acidity of salicylic acid and its lower
solubility in water compared with p-hydroxybenzoic acid are
the consequence of intramolecular hydrogen bonding.

@]
OH
OH

Salicylic acid is used externally in ointments and solu-
tions for its antifungal and keratolytic properties. By itself,
salicylic acid is a poor antifungal agent.

m-Hydroxyphenol (resorcinol) possesses antiseptic and
keratolytic activity. It occurs as white, needlelike crystals
and has a slightly sweet taste. Resorcinol is soluble in water,
alcohols, and organic solvents.
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Benzoic Acid

Benzoic acid possesses appreciable antifungal effects, but it
cannot penetrate the outer layer of the skin in infected areas.
Therefore, benzoic acid when used as an antifungal agent
must be admixed with a keratolytic agent. Suitable mixtures
are benzoic acid and salicylic acid and benzoic acid and res-
orcinol. An old preparation that is still in use is Whitfield’s
Ointment, USP. This ointment contains benzoic acid, 6%,
and salicylic acid, 6%, in a petrolatum base. The cure rates
from preparations like these are low.
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PHENOLS AND THEIR DERIVATIVES

Several phenols and their derivatives possess topical anti-
fungal properties. Some of these, such as hexylresorcinols
and parachlorometaxylenol have been used for the treat-
ment of tinea infections. Two phenolic compounds, clio-
quinol and haloprogin, are still official in the USP. A third
agent, ciclopirox olamine, is not a phenol but has proper-
ties like those of phenols. All of these agents appear to in-
terfere with cell membrane integrity and function in sus-
ceptible fungi.

OH

Cl

Haloprogin

3-lodo-2-propynyl-2,4,5-trichlorophenyl ether (Halotex)
crystallizes as white to pale yellow forms that are sparingly
soluble in water and very soluble in ethanol. It is an ethereal
derivative of a phenol. Haloprogin is used as a 1% cream for
the treatment of superficial tinea infections.
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Formulations of haloprogin should be protected from
light because the compound is photosensitive. Haloprogin is
available as a solution and a cream, both in a 1% concentra-
tion. Haloprogin is probably not the first topical agent that
should be recommended. Although the cure rates for topical
fungal infections are relatively high, they come at a high
price. The lesion typically worsens before it improves.
Inflammation and painful irritation are common.

Clioquinol

5-Chloro-7-iodo-8-quinolinol, 5-chloro8-hydroxy-7-
iodoquinoline, or iodochlorhydroxyquin (Vioform) occurs
as a spongy, light-sensitive, yellowish white powder that is
insoluble in water. Vioform was initially used as a substitute
for iodoform in the belief that it released iodine in the tis-
sues. It has been used as a powder for many skin conditions,
such as atopic dermatitis, eczema, psoriasis, and impetigo.
A 3% ointment or cream has been used vaginally as a treat-
ment for Trichomonas vaginalis vaginitis. The best use for
Vioform is in the topical treatment of fungal infections such
as athlete’s foot and jock itch. A combination with hydro-
cortisone (Vioform HC) is also available.
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Ciclopirox Olamine®®
6-Cyclohexyl-1-hydroxyl-4-methyl-2(1H)-pyridinone
ethanolamine salt (Loprox) is a broad-spectrum antifungal
agent intended only for topical use. It is active against der-
matophytes as well as pathogenic yeasts (C. albicans) that
are causative agents for superficial fungal infections.
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Ciclopirox is considered an agent of choice in the treat-
ment of cutaneous candidiasis, tinea corporis, tinea cruris,
tinea pedis, and tinea versicolor. It is a second-line agent for
the treatment of onychomycosis (ringworm of the nails).
Loprox is formulated as a cream and a lotion, each contain-
ing 1% of the water-soluble ethanolamine salt. Ciclopirox is
believed to act on cell membranes of susceptible fungi at
low concentrations to block the transport of amino acids into
the cells. At higher concentrations, membrane integrity is
lost, and cellular constituents leak out.

Nucleoside Antifungals

Flucytosine®®

5-Fluorocytosine, 5-FC, 4-amino-5-fluoro-2(1H)-pyrimidi-
none, 2-hydroxy-4-amino-5-fluoropyrimidine (Ancobon).
5-Fluorocytosine is an orally active antifungal agent with a
very narrow spectrum of activity. It is indicated only for the
treatment of serious systemic infections caused by suscepti-
ble strains of Candida and Cryptococcus spp.
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Figure 6.3 ® Mechanism of action
of 5-fluorocytosine.

The mechanism of action of 5-fluorocytosine (5-FC)
has been studied in detail and is presented in Figure 6.3.
The drug enters the fungal cell by active transport on
ATPases that normally transport pyrimidines. Once inside
the cell, 5-fluorocytosine is deaminated in a reaction cat-
alyzed by cytosine deaminase to yield 5-fluorouracil
(5-FU). 5-Fluorouracil is the active metabolite of the drug.
5-Fluorouracil enters into pathways of both ribonucleotide
and deoxyribonucleotide synthesis. The fluororibonu-
cleotide triphosphates are incorporated into RNA, causing
faulty RNA synthesis. This pathway causes cell death. In
the deoxyribonucleotide series, 5-fluorodeoxyuridine
monophosphate (F-dUMP) binds to 5,10-methylenete-
trahydrofolic acid, interrupting the one-carbon pool sub-
strate that feeds thymidylate synthesis. Hence, DNA syn-
thesis is blocked.

Resistance to 5-FC is very common, and it occurs at
several levels. A main one is at the step in which the drug
is transported into the fungal cell. The transport system
simply becomes impermeable to 5-FC. The cytosine deam-
inase step is another point at which resistance occurs, and
the UMP pyrophosphorylase reaction is a third point at
which fungal cells can become resistant. Regardless of
which of these mechanisms operates, fungal resistance de-
velops rapidly and completely when 5-FC is administered.
After a few dosing intervals, the drug is essentially useless.
One strategy used to decrease resistance and to prolong the
effect of 5-FC is to administer it with the polyene antibi-
otic amphotericin B. The antibiotic creates holes in the
fungal cell membrane, bypassing the transport step and al-
lowing 5-FC to enter. Additionally, a lower dose of 5-FC
can be used, preventing resistance by other mechanisms
for a longer period.

Antifungal Antibiotics®>”-*®

The antifungal antibiotics make up an important group of
antifungal agents. All of the antibiotics are marked by their
complexity. There are two classes: the polyenes, which con-
tain a large number of agents with only a few being useful,
and griseofulvin (one member of the class).



POLYENES

Several structurally complex antifungal antibiotics have been
isolated from soil bacteria of the genus Streptomyces. The
compounds are similar, in that they contain a system of con-
jugated double bonds in macrocyclic lactone rings. They dif-
fer from the erythromycin-type structures (macrolides; see
Chapter 8), in that they are larger and contain the conjugated
-ene system of double bonds. Hence, they are called the poly-
ene antibiotics. The clinically useful polyenes fall into two
groupings on the basis of the size of the macrolide ring. The
26-membered-ring polyenes, such as natamycin (pimaricin),
form one group, whereas the 38-membered macrocycles,
such as amphotericin B and nystatin, form the other group.
Also common to the polyenes are (a) a series of hydroxyl
groups on the acid-derived portion of the ring and (b) a gly-
cosidically linked deoxyaminohexose called mycosamine.The
number of double bonds in the macrocyclic ring differs also.
Natamycin, the smallest macrocycle, is a pentaene; nystatin is
a hexaene; and amphotericin B is a heptaene.

The polyenes have no activity against bacteria, rickettsia,
or viruses, but they are highly potent, broad-spectrum anti-
fungal agents. They do have activity against certain protozoa,
such as Leishmania spp. They are effective against patho-
genic yeasts, molds, and dermatophytes. Low concentrations
of the polyenes in vitro will inhibit Candida spp.,
Coccidioides immitis, Cryptococcus neoformans, H. capsu-
latum, Blastomyces dermatitidis, Mucor mucedo, Aspergillus
Sfumigatus, Cephalosporium spp., and Fusarium spp.

The use of the polyenes for the treatment of systemic in-
fections is limited by the toxicities of the drugs, their low
water solubilities, and their poor chemical stabilities.
Amphotericin B, the only polyene useful for the treatment of
serious systemic infections, must be solubilized with a de-
tergent. The other polyenes are indicated only as topical
agents for superficial fungal infections.

The mechanism of action of the polyenes has been stud-
ied in some detail. Because of their three-dimensional shape,
a barrel-like nonpolar structure capped by a polar group (the
sugar), they penetrate the fungal cell membrane, acting as
“false membrane components,” and bind closely with ergos-
terol, causing membrane disruption, cessation of membrane
enzyme activity, and loss of cellular constituents, especially
potassium ions. In fact, the first observable in vitro reaction
upon treating a fungal culture with amphotericin B is the loss
of potassium ions. The drug is fungistatic at low concentra-
tions and fungicidal at high concentrations. This suggests
that at low concentrations, the polyenes bind to a membrane-
bound enzyme component, such as an ATPase.
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Amphotericin B

The isolation of amphotericin B (Fungizone) was reported
in 1956 by Gold et al.*® The compound was purified from
the fermentat