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Abstract 

This article combines the most fierce concept "Internet Plus" in modern era , From the perspective of "Internet Plus", it discusses 
the protection mode, tries to explore the key points for the new model to construct “Internet + intangible cultural heritage 
protection”, provides reasonable practical guidance, and finally creates innovative ideas and methods for the protection of 
intangible cultural heritage. Simultaneously it makes academic contributions to the innovation and inheritance of Chinese 
intangible cultural heritage. 
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Abstract 

The increase of age average led to an increase in the demand of providing and improving the service of healthcare. The 
advancing of the information and communication technology (ICT) led to the development of smart cities which have a lot of 
components. One of those components is Smart Health (s-Health), which is used in improving healthcare by providing many 
services such as patient monitoring, early diagnosis of diseases and so on. Nowadays there are many machine learning techniques 
that can facilitates s-Health services. This paper reviews recent published papers in the area of smart health starting from the 
years 2011 to 2017, and a structured analysis for different machine learning (ML) approaches that are applied in s-Health. The 
results show that the ML approach is used in many s-Health applications such as Glaucoma diagnosis, Alzheimer’s disease, 
bacterial sepsis diagnoses, the Intensive Care Unit (ICU) readmissions, and cataract detection. The Artificial Neural Network 
(ANN), Support Vector Machine (SVM) algorithm and deep learning models especially the Convolutional Neural Network 
(CNN) are the most commonly used machine learning approaches where they proved to get high evaluation performance in most 
cases. 
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1. Introduction 

Smart Health is a field which grown as a subset of two fields, smart cities and Electronic Health (e-Health) ‎1.  
Smart cities can be defined as “cities strongly founded on information and communication technologies that invest 
in human and social capital to improve the quality of life of their citizens by fostering economic growth, 
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participatory governance, wise management of resources, sustainability, and efficient mobility, whilst they 
guarantee the privacy and security of the citizens.”‎2. e-Health can be defined as “an emerging field in the 
intersection of medical informatics, public health and business, referring to health services and information 
delivered or enhanced through the Internet and related technologies. In a broader sense, the term characterizes not 
only a technical development, but also a state-of-mind, a way of thinking, an attitude, and a commitment for 
networked, global thinking, to improve health care locally, regionally, and worldwide by using information and 
communication technology.”‎3. There is an intersection between s-Health and Mobile Health (m-Health); m-Health 
can be defined as “emerging mobile communications and network technologies for healthcare systems”‎4. 

Machine Learning (ML) is a field that grew out of Artificial Intelligence (AI). It is concerned with designing and 
developing algorithms that enable the computers to evolve their behaviors according to empirical data. The ML 
approach is evolving rapidly as a result of the improvement of the ML algorithms, enhanced methods of capturing 
data, improved computer networks, new sensors/IO units, and the interest in self-customization to users’ behavior ‎5. 
ML plays an important role in s-Health, it can improve the quality of healthcare services by providing accurate 
medical diagnosis, predicting diseases in early stages and disease analyses. 

This paper is structured as follows: section 2 presents the components of a smart health system, and the pipeline 
of developing it, section 3 contains a comparative study between different machine learning approaches that are 
applied in s-Health, section 4 presents the conclusions and future work. 

2. Smart Health 

s-Health is a new form of healthcare which is a subfield of e-Health using Electronic Health Records (EHR) and 
other variables coming from the smart city’s infrastructure; in order to improve the healthcare. The idea of a smart 
health system is that it uses all data coming from sensors on the patient body, smart homes, smart city infrastructure, 
and robots to help make better decisions and improve healthcare by providing emergency response and paging 
doctors, nurses, and technicians (see Fig. 1). It can also support self-diagnosis, monitoring, early detection and 
treatments. 

 

Fig. 1 The components of a smart health system 

The smart health system can be described as a pipeline that includes data acquisition, networking and computing 
technologies, data security and privacy, data processing, and data dissemination. Fig. 2 shows the pipeline for 
developing a smart heath system. 
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Fig. 2 Smart health pipeline 

The data acquisition means collecting data from different sources such as sensor network ‎6,7,8, Mobile Ad hoc 
Networks ‎9,10 , Vehicular Ad hoc Networks ‎11,12, Social networks ‎13, Internet of Things (IoT) ‎14, 5G 
devices ‎15,16,  Device-to-Device (D2D) ‎17, Unmanned Aerial Vehicles (UAVs) ‎18, or may be a combination of a 
set of them. The networking and computing technologies are applied to the data gathered in the data acquisition 
phase, since this data is a bit complex, we need a server or a computing technology where the data can be processed 
such as cloud computing ‎19, or fog computing ‎20. The data security and privacy plays a big role in both s-Health 
and smart cities where gathering so many information about citizens could possibly violate the citizen privacy ‎21. 
The data processing involves preprocessing to remove the noise and clean the data, feature extraction to find the 
relevant features, and ML technique to process the data and perform the required task such as 
classification/clustering …etc. The data dissemination is responsible for providing the output of the data processing 
phase to the target parties by means of direct access, push notifications, pub/sub, or opportunistic routing ‎22. 

3. ML Approaches in Smart Health 

This section presents a comparative study between different machine learning approaches that are applied in s-
Health applications and systems. 

Chai, et. al 23 proposed a deep-learning model using CNN for Glaucoma diagnosis, using data which was 
collected from Beijing Tongren Hospital in China.   The dataset includes 3554 images of retinal fundus collected 
from 2000 patients who suffered from numerus types of eye diseases. This data set contains 1391 images that are 
diagnosed with glaucoma, and the remaining images (2163) are not. The proposed model gives accuracy 81.69%. 

Zhang, et. al 24 proposed a model to predict the Mini-Mental State Examination (MMSE) scores in Alzheimer’s 
disease (AD) based on multi-granularity whole-brain segmentation volumes through images. They used the 
Alzheimer's disease Neuroimaging Initiative (ADNI) database, which includes healthy control cases (190), mild 
cognitive impairment cases (331) and AD cases (157). The proposed model gives Area Under Curve (AUC) 0.554. 

Liu, Y. and Choi, K.S. 25 proposed a model to diagnose the bacterial sepsis in critically ill patients. The data was 
collected from Medical ICU (MICU) and ICU departments of the General Hospital of Guangzhou, China (185 
inpatients). The proposed model gives accuracy 90.8%. 

Viegas, R., et. al ‎26 proposed an ensemble model to predict readmissions of ICU utilizing feature selection and 
fuzzy modeling approaches. They used the Multi–Parameter Intelligent Monitoring for Intensive Care (MIMIC II) 
database, which is an archive of data, publically available, collected from more than 32,000 ICU patients within 
2001 and 2008 ‎27. The proposed model gives AUC 0.79. 

Dong, Y., et. al ‎28 proposed a model to use the information of retinal vascular for the detection of cataract, which 
is based on the retinal images classification. The dataset used contains 445 fundus images (199 normal images, 148 
slight images, 71 images are medium and 27 images are severe). The classification of these fundus images are 
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performed by the professional ophthalmologist, the data is divided into 2 sets (a set contains 70% of the data that are 
randomly selected are used for training the classification algorithm, and the remaining 30% of the data is used to test 
the model performance). The proposed model gives accuracy 94.91%. 

Zheng, B., et. al ‎29 proposed a model to study the hospital readmissions risk prediction. The dataset was collected 
from medical records of different hospitals, which contains 1641 records (316 records of them are readmitted to 
hospitals during 30 days of discharge). The proposed model gives accuracy 83.8%. 

Fialho, A.S., et. al ‎30 proposed a model to predict the readmission of ICU between 24 and 72 hours after the 
discharge from ICU, they used the MIMIC II database. The proposed model gives accuracy 74%. 

Table 1 shows a comparison between different machine learning approaches used in smart health. 

Table 1 ML approaches in s-Health 

Authors Objective Data Set Preprocessing Feature 
Extraction 

Machine 
Learning 
Technique 

Evaluation 

Chai, et. 
al, 2017 ‎23 

Glaucoma 
Diagnosis 

Data 
collected 
from 
Beijing 
Tongren 
Hospital. 

Equalize the size 
of images 
(Normalization) 

Scale-Invariant 
Feature 
Transform 
(SIFT) features 

Logistic 
regression 

Accuracy = 
60.84% 

Local Binary 
Patterns (LBP) 
features 

Logistic 
regression 

Accuracy = 
62.67% 

Normalization 
and 
Segmentation 

whole image One-branch 
CNN (5-conv 
layers) 

Accuracy = 
71.36% 

extracted image One-branch 
CNN (5-conv 
layers) 

Accuracy = 
74.95% 

Two-branch 
CNN (six-
conv layers) 

Accuracy = 
74.89% 

Two-branch 
CNN (5-conv 
layers) 

Accuracy = 
81.69% 

Zhang, et. 
al, 2017 ‎24 

Prediction of 
the MMSE 
scores in 
Alzheimer’s 
disease. 

ADNI 
database. 

segmented each 
image into 5-
level whole-
brain 
segmentations 
utilizing the 
Multi-Atlas 
Likelihood 
Fusion algorithm 

Level 1 Linear 
Regression 

AUC = 
0.318 

Ridge 
Regression 

AUC = 
0.530 

Lasso 
Regression 

AUC = 
0.520 

Elastic-net AUC = 
0.527 

Level 2 Linear 
Regression 

AUC = 
0.453 

Ridge 
Regression 

AUC = 
0.542 

Lasso 
Regression 

AUC = 
0.550 

Elastic-net AUC = 
0.554 
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Level 3 Linear 
Regression 

AUC = 
0.388 

Ridge 
Regression 

AUC = 
0.427 

Lasso 
Regression 

AUC = 
0.419 

Elastic-net AUC = 
0.424 

Level 4 Linear 
Regression 

AUC = 
0.309 

Ridge 
Regression 

AUC = 
0.318 

Lasso 
Regression 

AUC = 
0.324 

Elastic-net AUC = 
0.322 

Level 5 Linear 
Regression 

AUC = 
0.266 

Ridge 
Regression 

AUC = 
0.273 

Lasso 
Regression 

AUC = 
0.262 

Elastic-net AUC = 
0.268 

Liu, Y. 
and Choi, 
K.S., 2017 
25 

Diagnose 
bacterial 
sepsis. 

Data 
collected 
from the 
General 
Hospital of 
Guangzhou, 
China. 

Normalization 
for the age 
attribute 

 Procalcitonin 
(PCT) (Cutoff 
= 3.40) 

Accurac
y = 78.4% 

PCT (Cutoff 
= 8.56) 

Accuracy = 
82.2% 

SVM Accuracy = 
88.6% 

Random 
Forest (RF) 

Accuracy = 
89.2% 

 ANN Accuracy = 
90.8% 

Viegas, R., 
et. al, 
2017 ‎26 

Prediction of 
ICU 
readmissions. 

MIMIC II exactly define 
the scope of 
allowable 
qualities as 
indicated by the 
expert 

Area under the 
sensitivity and 
specificity 
curves 

Average 
ensemble 
decision 
criteria 

AUC = 
0.77±0.02 

Maximum 
distance 
ensemble 
decision 
criteria 

AUC = 
0.77±0.02 

Weighted 
distance 
ensemble 
decision 
criteria 

AUC = 
0.77±0.02 
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Sensitivity and 
specificity at 
the intersection 
threshold 

Average 
ensemble 
decision 
criteria 

AUC = 
0.76±0.02 

Maximum 
distance 
ensemble 
decision 
criteria 

AUC = 
0.75±0.02 

Weighted 
distance 
ensemble 
decision 
criteria 

AUC = 
0.76±0.02 

Sensitivity and 
specificity close 
to the 
intersection 
threshold 

Average 
ensemble 
decision 
criteria 

AUC = 
0.75±0.02 

Maximum 
distance 
ensemble 
decision 
criteria 

AUC = 
0.74±0.02 

Weighted 
distance 
ensemble 
decision 
criteria 

AUC = 
0.75±0.02 

Dong, Y., 
et. al, 
2016 ‎28 

cataract 
detection 

Data 
collected 
from 
different 
sources 

 Wavelet 
features 

 
SVM 

Accuracy = 
81.81% 

Texture features Accuracy = 
80.33% 

 staking 
algorithm 

Accuracy = 
84% 

Zheng, B., 
et. al, 
2015 ‎29 

The risk 
prediction of 
hospital 
readmissions. 

Data was 
collected 
from 
different 
hospitals. 

Using a range 
defined for 
admissible 
values. 

 Radial Basis 
Function 
Neural 
Network  

Accuracy = 
56.1% 

Particle 
Swarm 
Optimization–
SVM with 
Radial Basis 
Function 

Accuracy = 
83.8% 

Linear SVM Accuracy = 
50.6% 

Polynomial 
SVM 

Accuracy = 
52.7% 

RBF-based 
SVM 

Accuracy = 
69.5% 
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Fialho, 
A.S., et. al, 
2012 ‎30 

Predict ICU 
readmission. 

MIMIC II • Data 
missing for 
an 
intentional 
reason was 
deleted. 

• Data 
missing for 
unintentiona
l reason was 
given the 
last 
available 
value was 
used. 

sequential 
forward 
selection 

 
 
 
 
 
Data mining 
approach 

Accuracy = 
71 ± 3% 

Intellegent tool 
titeled: Acute 
Physiology And 
Chronic Health 
Evaluation 
(APACHE) 
version II 

Accuracy = 
61 ± 2% 

APACHE 
version III 
Modified tool 

Accuracy = 
65 ± 2% 

 
From the above table, we can find that the ML approach is used in many s-Health applications such as Glaucoma 

diagnosis, Alzheimer’s disease, bacterial sepsis diagnoses, ICU readmissions, and cataract detection. The ANN, 
SVM algorithm and deep learning models especially CNN are the most commonly used machine learning 
approaches where they proved to get high evaluation performance in most cases. 

4. Conclusions and Future Work 

Smart health is a developing and exceedingly critical research field with a possibly noteworthy effect on the 
conventional healthcare industry. This work presents an overview of the challenges, pipeline, and techniques of 
smart health. A systematic pipeline of data processing is accommodated for conventional smart health, covering data 
acquisition, data processing, data dissemination, data security and privacy, and networking and computing 
technologies. In spite of numerous chances and methodologies for data analytics in healthcare presented in this work, 
there are numerous different bearings to be investigated concerning different aspects of healthcare data such as 
quality, privacy and so on. In future work, we are going to apply Machine Learning algorithms to detect anomaly 
over intensive care patient data.  
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