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a b s t r a c t

Integrating human–computer interaction (HCI) activities in software engineering (SE) processes is an
often-expressed desire. Two metrics to demonstrate the impact of integrating HCI activities in SE pro-
cesses are proposed. Usability Goals Achievement Metric (UGAM) is a product metric that measures the
extent to which the design of a product achieves its user-experience goals. Index of Integration (IoI) is
a process metric that measures the extent of integration of the HCI activities in the SE process. Both
the metrics have an organizational perspective and can be applied to a wide range of products and
projects. An attempt has been made to keep the metrics easy to use in the industrial context. While the
two metrics were proposed mainly to establish a correlation between the two and thereby demonstrate
the effectiveness of integration of HCI in SE processes, several other applications seem likely. The two
metrics were evaluated in three independent studies: a classroom-based evaluation with two groups

of students, a qualitative feedback from three industry projects, and a quantitative evaluation using 61
industry projects. The metrics were found to be useful, easy to use, and helpful in making the process
more systematic. Our studies showed that the two metrics correlate well with each other and that IoI is a
good predictor of UGAM. Regression analysis showed that IoI has a somewhat greater effect on UGAM in
projects that use the agile process model than the waterfall process and in the projects that are executed

deve
radit
as a contracted software
correlated well with the t

. Introduction

Large contracted software development companies with tens
f thousands of employees are often involved in a wide variety of
oftware development projects. Managers of user experience (UX)
roups in such companies need to track progress of each project
nd ensure the quality of deliverables. They are often required to
uggle across projects a limited resource – the time of their best UX
rofessionals. While there are numerous usability metrics to eval-
ate specific projects, only a few of them allow organizations to
rack progress across projects easily. A product metric called Usabil-
ty Goal Achievement Metric (UGAM) that measures the extent to

hich the design of the product achieves its user-experience goals

s proposed. The objective is to provide a summary measure of the
ser experience of a product that is independent of the domain,
ontext of use, platform, or the software development process, so
hat the manager is able to make judgments across projects.
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lopment service than in the projects in product companies. UGAM also
ional usability evaluations.
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Another challenge faced by UX groups is integrating HCI in
established SE processes. The field of HCI has a large amount of lit-
erature on user-centred design methods, techniques, and processes
(Beyer and Holtzblatt, 1998; Cooper and Riemann, 2003; Mayhew,
1998; Nielsen, 1993; Shneiderman, 2004, etc). These proposals are
excellent demonstrations of how user-centred design can result
in improved user-experience design. Unfortunately, major gaps
between HCI and SE continue to exist in academics, literature,
and industrial practice. The IFIP Working Group 2.7/13.4 on User
Interface Engineering remarks that ‘there are major gaps of com-
munication between the fields of HCI and SE: the architectures,
processes, methods and vocabulary being used in each commu-
nity are often foreign to the other community’ (IFIP, 2004). For
example, while SE literature admits that communication with the
customer is an unsolved problem, even recent editions of standard
text books on software engineering such as (Kroll and Kruchten,
2003) and (Pressman, 2005) do not suggest employing established
user study techniques like (Bevan, 2008) or (Beyer and Holtzblatt,
1998) during communication. Example projects shown in (Kroll

and Kruchten, 2003; Pressman, 2005) seem to take HCI design
lightly, prematurely and without following any process. A detailed
critique of SE literature from an HCI perspective was presented in
(Joshi, 2006). There have been several proposals to integrate HCI in
SE process models (for example, Costabile, 2001; Göransson et al.,
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003; Joshi and Sarda, 2007; Pyla et al., 2003) but none has become
opular in the industry. One reason for this could be the concerns
bout return on investments. Though there is plenty of evidence of
he a return on investment of usability activities in general (Bias
nd Mayhew, 2005), there is no direct evidence that shows that
etter integration of HCI activities in SE processes leads to better
roducts at smaller costs.

A process metric called Index of Integration (IoI) that measures
he extent to which HCI activities are integrated with SE processes is
he second proposal. Contracted software companies often promise
certain quality of user experience and a certain level of process

ompliance to clients. UX managers managing several projects need
ummary measures to ensure process compliance and quality of
eliverables. A correlation between a product metric and a process
etric can also demonstrate the return on investment on integra-

ion of HCI with SE – if a higher process metric consistently leads to a
igher product metric, it makes sense to invest in better integration
f HCI with SE.

The next section gives an overview of related work in HCI met-
ics. Sections 3 and 4 describe the proposals for two metrics –
sability Goals Achievement Metric (UGAM) and Index of Integra-

ion (IoI), respectively. These two metrics were first introduced in
Joshi and Tripathi, 2008). Sections 5 and 6 describe three studies
hat evaluated the two metrics and their findings. Section 7 draws
onclusions from the study.

. Metrics in HCI

Metrics are thoroughly discussed in software engineering liter-
ture. Fenton and Pfleeger (Fenton and Pfleeger, 2002a) describe
easurement as “the process by which numbers or symbols are

ssigned to attributes of entities in the real world in such a way
s to describe them according to clearly defined rules.” Press-
an (Pressman, 2005) highlights the subtle difference between
easurement and metrics – measurement occurs as the result of

ollection of one or more data points, while a metric tries to relate
he measures in some way. IEEE Standard Glossary (IEEE, 1993)
efines a metric as “a quantitative measure of the degree to which
system, component, or process possesses a given attribute”.

Though the word ‘metric’ is seldom used in practice of usability,
everal measures are often used to evaluate the user-experience
uality of products. Seconds taken to withdraw money from an
TM, the number of keystrokes required to enter a word in a com-
lex script, the number of errors made while carrying out a banking
ransaction, or the percentage of users that abandon the shopping
art on checkout are examples of quantitative measures of the user
xperience afforded by a product. However, none of these is a sum-
ary measure that can be used for an apple-to-apple comparison

cross projects that vary in domain, platform, and context. While
everal research papers discuss metrics related to usability and HCI,
his paper only focuses on those that give a summary measure.

There have been several attempts to devise a summary mea-
ure to identify an overall measure of perceived usability. Many
f these are based on users’ post-session rating in response to a
uestionnaire. System Usability Scale (SUS) (Brooke, 1996) uses 10
tatements to which users agree or disagree on a 5-point scale. The
etric is calculated by aggregating scores for the 10 statements and

caling the result to 100. Similar in approach, though a bit different
n details are QUIS (Chin et al., 1988) and SUMI (Kirakowski and
orbett, 1993).
Lin et al. (1997) propose the Purdue Usability Testing Question-
aire based on eight HCI considerations to derive a single weighted
verage score for usability. While the approach does lead to a sin-
le usability score, the selected eight considerations (compatibility,
onsistency, flexibility, learnability, minimal action, minimal mem-
d Software 83 (2010) 2045–2058

ory load, perceptual limitation, and user guidance) seem to be a mix
of usability goals, and heuristics that achieve those goals. Secondly,
the weight for parameters is to be assigned by the evaluator dur-
ing the evaluation (without consulting other stakeholders). Thirdly,
the eight considerations listed and the questions listed under each
of them seem to be limiting and do not leave room for context-
specific goals (for example, “user should be able to do it right the
first time”).

McGee (2004) derives a single usability scale across users by
including additional reference tasks. However, McGee does not sug-
gest how to derive a single measure for usability from measures for
the different tasks. Further, this work is completely dependent on
the technique of usability evaluation. This is not always practical in
a global, contracted software company striving to move up the HCI
maturity ladder. The other limitation of this method is that it relies
only on the perception of users and ignores perspectives of other
stakeholders, particularly the goals of business stakeholders.

There have been other attempts to capture user performance
into a single metric. Lewis (1991) used a rank-based system of
assessing competing products based on user’s objective perfor-
mance measure and subjective assessment. The metric is useful
for a relative comparison between like products with similar tasks
but it does not result in a measure that can be used across unlike
products.

Sauro and Kindlund (2005) proposed a ‘single, standardised,
and summated’ usability metric for each task by averaging four
standardised values for task time, errors, completion, and satisfac-
tion. However, each of these is assigned an equal weight. Tasks,
domains, users, contexts, and platforms vary a lot and it does not
make sense to give equal weight in all the contexts. Moreover, the
metric ignores some aspects such as learnability, and ease of use,
which might be important in some contexts.

Literature also has issues with metrics in usability. Gulliksen
et al. (2008) are critical of measurement in the area of usability
and user experience. They are concerned that given the difficulties
in measurement, people may measure only those aspects that are
easy to measure, and these measures may turn out to be “eternal
truths”. They find that organisations face problems in interpreting
metrics, drawing conclusions, and turning them into action items.
Moreover, once something is numerically assessed, everyone may
focus on the measurement alone and ignore the complexity behind
the work situation. However, Gulliksen et al. are not totally opposed
to measurement per se, but are merely pointing to limitations that
a measurement induces.

Hornbæk and Law (2007) argue against the validity of a single,
summative measure because it either relies solely on users’ percep-
tions or is arbitrary in including or excluding constituent usability
parameters from its summation procedure. They found medium
to low correlations among efficiency, effectiveness, and satisfac-
tion across many projects and they argue that attempts to reduce
usability to one measure (for example, Sauro and Kindlund, 2005;
McGee, 2004) therefore lose important information.

While some information will always be lost in a summative mea-
sure, such a measure could still be useful. Goals are an important
way for the stakeholders to express the desired user experience in
the design. For example, in an application for a call-centre agent,
efficiency and effectiveness may be important, and if the applica-
tion allows the user to complete successfully a large number of
calls with minimal fatigue, it ought to be recognised as successful.
On the other hand, for a computer game, the player’s satisfaction
may be of utmost importance, and if the game manages to make

gamers happy (even) at the cost of efficiency or effectiveness, so
be it – the game ought to be considered successful. If scores for
efficiency, effectiveness, and satisfaction of these two products are
merely aggregated in a metric, these scores may not correlate as
Hornbæk and Law predict, and both the call-centre application and
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he game might show up as mediocre applications. On the other
and, if each goal were assigned a weight, the weighted average of
he scores against those goals would indicate that the designs did
ell in achieving the set target. The proposal for UGAM attempts

o do precisely that.
Measuring the wider notion of user experience (as opposed to

sability) is a relatively new and more difficult concept in HCI and
s attracting the attention of the academia as well as the indus-
ry. Usability parameters are typically related to the processing of
nformation or completion of tasks. However, affective reactions
nd emotional consequences play an important role in the overall
ser experience (Mahlke, 2005). In some product contexts, visceral,
ehavioural, and reflective elements (Norman, 2004), aesthetics
Tractinsky et al., 2000), enjoyment (Jordan, 2000), and creativity
Swallow et al., 2005) may need to be considered.

However, it is difficult to characterise user experience in terms
f metrics, goals, or even a definition. McCarthy and Wright (2004)
ook at people’s experience in terms of ‘felt life’. People actively
onstruct their experiences and that experience of each person is
nique, rich, and difficult to communicate, let alone predict, design,
r measure. In a recent (2009) survey of 275 respondents from
he user-experience profession, Law et al. (2009) concluded that
he concept of user experience is dynamic, context-dependent, and
ubjective. While it is difficult to define user experience or measure
t universally, within the specific context of a project, it is possible
or a design team to agree about the issues that would affect users’
xperience the most. We hope to leverage this ability to capture in
GAM the subtle nuances of user experience beyond usability.

None of the summary metrics mentioned above measure the
xperience of a product with reference to all the user and business
oals relevant to a product. Many are too complex to compute prac-
ically on an on-going basis in the industrial practice. Most lack the
exibility required to serve the needs of a wide variety of projects
r to mature with a UX group.

While there have been several attempts to define product met-
ics to measure the usability and user experience, there seem to be
o proposal that attempts to measure the quality of HCI design pro-
ess followed or the integration of HCI activities with SE processes.

. Usability Goals Achievement Metric

Fenton and Pfleeger (2002b) emphasise the importance of
oals in a metric: “a measurement program can be more suc-
essful if it is designed with the goals of the project in mind”.
ser-experience goals are very important in driving the design of

nteractive products. They help speed up the design process, make
he design activity more tangible and help evaluate the design.
ser-experience goals can be understood easily, even by non-UX-
rofessionals, and they have a significant overlap with business
oals. Stakeholders outline the user-experience goals and UX pro-
essionals fine-tune them based on their knowledge and findings
rom user studies. User-experience goals are (and should be) avail-
ble early in a project – another plus when it comes to metric
alculation in a practical situation.

We propose Usability Goals Achievement Metric (UGAM), a
roduct metric that measures the quality of user experience. UGAM

s product metric on a scale of 0–100, where 100 represents the best
ser experience possible and 0 represents the worst. The motiva-
ions are:
to measure the user experience of a product in reference to its
user-experience goals;
to develop a flexible metric that can be applied across a vari-
ety of projects, irrespective of domain, context, platform, process
model, and usability technique;
d Software 83 (2010) 2045–2058 2047

• to develop a flexible metric that will mature with the organiza-
tion;

• to compute the metric with minimal additional costs and efforts.

UGAM consists of the following conceptual elements:

• Goals: High-level user-experience goals guide the design of inter-
active systems.

• Goal Parameters: Each high-level user-experience goal is bro-
ken down into a set of parameters that help a designer to
achieve and measure the achievement of the higher-level goal in
a direct manner. For example, parameters for learnability could
be: options/data/information should be easy to find, user should
take little time to learn, user should be able to learn on one’s own,
the product should be consistent with its earlier version, etc.

• Weight: Each goal parameter has a weight between 0 and 5 where
0 indicates that the goal is not relevant, 1 indicates that the activ-
ity is somewhat relevant, 2 indicates the typical importance (the
hygiene factor), 3 indicates the goal parameter is more important
than usual, 4 indicates that it is very important and 5 represents
that it is extremely important.

• Score: Each goal parameter has a score between 0 and 100,
where 0 represents the worst possible user-experience design
on account of that parameter, 25 represents that the design is
quite bad, though not the worst, 50 represents an undecided
state, 75 represents that the design was good enough, though not
exceptional and 100 represents the best possible user-experience
design rated against the goal parameter. A parameter may be
assigned a score either by directly linking it to user performance
(for example, percentage of users who could find all the critical
options), or by using an assessment by the evaluators from a qual-
itative usability evaluation (for example, after a think-aloud test,
how confused were the users about the conceptual model?), or sim-
ply by reviewers’ rating (for example, after a heuristic evaluation).

• Guidelines: The purpose of the guidelines is to help evalua-
tors assign a score to parameters. Guidelines let the goal-setters
express themselves better and interpret goals for the context of a
project – for example, “The goal parameter ‘Consistency with ear-
lier version’ means all frequent and critical tasks from earlier version
are unchanged.”

Further, guidelines tell the evaluators how to assign scores.
For example, “The interface clearly communicates the correct
conceptual model. Strongly agree = 100, weakly agree = 75, neu-
tral = 50, weakly disagree = 25, and strongly disagree = 0”.

Guidelines could also directly link scores to specific perfor-
mance measures in a usability test. For example: “The goal
parameter ‘User should take little time to learn’ is evaluated on
the basis of average time taken to learn to perform benchmark
tasks without errors, as follows: less than 15 min = 100; 15 min
to 1 h = 75; 1–2 h = 50; 2–8 h = 25; more than 8 h = 0.”

Another example: “The goal parameter ‘Product should not
induce errors’ is evaluated on the basis of the number of design-
induced errors reported: 0 errors = 100; 1–4 errors = 75; 5–10
errors = 50; 11–20 errors = 25; 21 or more errors = 0.”

Though expressing user-experience goals is a common activ-
ity in HCI design, there is no standard way of doing it. There are
many ways to describe high-level user-experience goals. For exam-
ple, ISO 9126-1 describes usability in terms of understandability,
learnability, operability, and attractiveness (IOS, 2001). ISO 9241
on the other hand defines usability as the extent to which a prod-

uct can be used by specified users to achieve specified goals with
effectiveness, efficiency, and satisfaction in a specified context of
use (IOS, 1997). Shneiderman (Shneiderman, 2004) describes goals
for user interface design in terms of five human factors central to
evaluation: time to learn, speed of performance, rate of errors by
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Table 1
An example of UGAM calculation.

Goals and goal parameters Weight Goal parameter
score

Goal score UGAM score

Learnability 69.44
Findability: options/data/information should be visible/easy to find 4 75
User should take less time to learn: (e.g. in <10 min, in <2 h practice, in <2nd attempt) 3 50
Users should be able to learn on their own 4 50
Product should be internally consistent 5 100
Product should be consistent with other products, older methods/past habits of users 2 50
Product should be consistent with the earlier version 0 0
User should remember/retain critical, but infrequent tasks 0 0

Speed of use 65.00
User must be able to do the primary task/the most frequent tasks quickly, easily, at all times 0 0
User should be able to navigate quickly and easily 4 75
Product should not load user’s memory/product should not put cognitive load on a user 2 75
Flexibility: user should control the sequence of tasks 1 50
User should be able to complete frequent/critical tasks in specific time/no. of steps/in less efforts 0 0
Product should be personalised for the user automatically 0 0
Product should be localised for specific market segments 3 50
Users should be able to customise the product for themselves 0 0

Ease of use 50.00
Interface should clearly communicate the conceptual model 2 25
Intuitiveness: User should be able to predict the next step/task 3 50
No entry barrier: user must be able to complete critical tasks 0 0
Product should require no unnecessary tasks 2 75
Product should automate routine tasks/minimise user task load 0 0
Product should be always on, always accessible 0 0

Ease of communication 75.00
Information architecture: Information should be well aggregated, well categorised, well presented 3 75
Communication should be clear/user should easily understand text, visuals 4 75

Error-free use 63.89
Product should give good feedback/display its current status 3 75
Product should not induce errors 3 75
Product should tolerate user’s errors/forgiving interface/should prevent errors 1 25
Product should help user recover from errors/help users troubleshoot problems 2 50

Subjective satisfaction 75.00
User should feel in control of the product/behavioural appeal 3 75
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User should feel emotionally engaged with product/brand/product should be fu
User should find the product aesthetically appealing/product should have a vis

UGAM score

sers, retention over time, and subjective satisfaction. Nielsen’s list
f goals is similar (Nielsen, 1993). Bevan (2008) summarises other
tandards and several other ways of organising usability measures
t the user interface level as well as at the system level.

A suggested list of goals and goal parameters is shown in Table 1.
e reported how we arrived at precisely this list elsewhere (Joshi,

009a) and summarise it below. It must be highlighted that this is
ot a prescribed, exclusive set. Designers and stakeholders are free
o use any of the sets mentioned above or to derive additional, rel-
vant parameters that express their goals better – in theory, these
ould be drastically different from the ones we suggest. Goals and
arameters could be added, removed, or combined according to
he context of the project, the needs of the users, the vision of the
takeholders, and to fit the terminology with which the product
evelopment team is comfortable. The initial list is meant to give
sers a starting point, while the flexibility is meant to allow the
etric to mature with the experience of the organization using
GAM.

Goals from Shneiderman (2004) and Nielsen (1993) were
dopted as a starting point for our “bird-level” user-experience
oals and expressed them as learnability, speed of use, error-free
se, and subjective satisfaction. ‘Ease of use’ and ‘ease of commu-

ication’ were added to the list. Under each goal, a list of goal
arameters was added. This list was improved through formative
valuations by using it for 15 projects. During and after each for-
ative evaluation, the goal parameters were added, re-worded,

plit, merged, or regrouped to fit the contexts. Still, goal parameters
ective appeal 1 0
ppeal 3 100

66.81

were kept general enough to apply to a wide range of products and
expressive enough to suit the needs of individual products. Summa-
tive evaluations were done by setting goals for 49 industry projects
to evaluate if the list helped in setting goals in industry projects.
Participants found the goal parameters to be useful and systematic,
and said that they would use them in their future projects (Joshi,
2009a).

Shneiderman states that ‘a clever design for one community of
users may be inappropriate for another community’ and ‘an effi-
cient design for one class of tasks may be inefficient for another
class’ (Shneiderman, 2004, p. 14). Weights express the relative
importance of goals and parameters in the context of a project.
For example, a product meant to be used several times a day by a
call-centre agent is likely to have higher weight for ‘speed of use’. A
one-time use product like a website for visa application for a tourist
might insist on learnability and error-free use. On the other hand,
a life-critical product to be used in an operation theatre is likely to
rate highly error-free use and may sacrifice learnability.

The stakeholders assign the weight to set the context of the
project. Goal-setters should be aware that while it may be tempt-
ing to set a high weight to each goal parameter, it might not be
necessary, practical, or even possible to achieve such a design. The

weights should reflect the priorities of the business, the stakehold-
ers, and the users. The weight would also help prioritize usability
evaluation activity – the goals and parameters with the highest
weight must be evaluated more thoroughly, while the goals with
lower weights could be perhaps evaluated by a discount method.
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The process for computing UGAM for a product involves the
ollowing steps:

Goal Setting: Early in the project, typically just after user studies
but before design, an HCI professional and stakeholders identify
goals and parameters for each goal, assign weight to each goal
parameter, and decide evaluation guidelines for the parameters.
Scoring: Immediately after each usability evaluation, one or more
independent HCI professionals assign a score to each parameter
of each goal. The usability evaluation could be either user-based
(for example, a usability test) or review-based (for example, a
heuristic evaluation).
UGAM Calculation: UGAM is the sum of the weighted average
of the scores of all goals. UGAM =

∑
(Wp × Sp)/

∑
Wp where Wp is

the weight of the goal parameter p and Sp is the score of the goal
parameter p.

The guidelines described above are used for scoring. Scores of
ome of the parameters can be linked directly to the findings of the
sability evaluations (for example, percentage of users who did not
ake errors while doing benchmark tasks or percentage of users
ho thought the product was engaging). Other parameters may not

e so easily linked numerically (for example, conceptual model con-
usions discovered during a think-aloud test or problems identified
uring a heuristic evaluation). In such a case, evaluators consider
he guidelines and their own experience to arrive at a score for
ach parameter. If there are multiple evaluators, a simple average
cross evaluators is deemed to be the score for a given parame-
er. First, multiple evaluators assign scores independently. If there
s a significant variation in their scores, the evaluators discuss the
arameter and have the opportunity to converge their scores before
he average is calculated.

Table 1 shows an example of UGAM calculation for an industrial
roject. The team first allocated weights to each goal parameter
shown in column 1). The evaluators then assigned a score for each
oal parameter (shown in column 2). The weighted average for the
oal parameter scores under each goal resulted in the score of that
oal (shown in column 3) and the weighted average of all goal
arameter scores resulted in the UGAM score (shown in column
). A weighted average of only goal parameters under one high-

evel goal gives the score against that goal (shown in column 4).
n this example, the team could see that by focussing on the high-

eighted but low-performing goals (for example, ease of use) and
oal parameters (for example, users should be able to learn on their
wn), they could improve their UGAM score significantly.

UGAM is a summary measure, but it also creates a profile of the
ser experience that was afforded and allows a drill-down to goal
nd goal parameter level performance. UGAM can be used to track
he changes in the overall user experience delivered by a product
cross versions. Managers could use UGAM to track the perfor-
ance of several projects at a time and to identify the black sheep

mong projects and plan on assigning their best people to those
rojects early. In case of applications with multiple user profiles,
eparate UGAM should be calculated for each profile since their
xperience with the product is likely to be different. Calculation of
GAM could be a part of every usability evaluation of the project,
ut it is recommended that it should certainly be a part of the final
sability evaluation, beyond which no design changes are planned.

.1. Comparing UGAM to traditional usability studies
An evaluation was done in a classroom setting with the help of
wo groups of students. The main goal of this experiment was to
valuate if UGAM scores are comparable with the way a traditional
sability evaluator rates a product after conducting a traditional
sability evaluation – in other words, to validate UGAM. The other
d Software 83 (2010) 2045–2058 2049

goals were to check if UGAM can be calculated in a small amount
of time and whether people could learn to calculate UGAM with
minimal training.

3.1.1. The products
Three products were evaluated in three categories – three SMS

input methods for Hindi, three CD-writing applications and three
cricket websites – a total of nine products. The three SMS input
methods for Hindi were based on currently available phones of
Nokia, Sony Ericson, and a new system. The targeted audience was
Hindi-speaking users who had studied between standards 7th to
10th of schooling, who had been using a mobile phone from 6
months to 2 years, and who had never learnt to input Hindi text in
any system. The evaluators were asked the following key questions:
Which system is the easiest for the beginner? Which encourages
self-learning? Which is the best after practice? Overall, which sys-
tem is the best? Are there any specific problems and suggestions
for improvement of in each design?

The three CD-writing products that were evaluated were Roxio,
Nero, and Windows Vista native CD-writing application. The cho-
sen user segment consisted of middle-aged, medium tech-savvy
users who wished to take regular backups of their work without
any help.

The three cricket websites were cricinfo.com, cricketnext.com,
and cricbuzz.com. The chosen user segment consisted of office-
going, medium tech-savvy users who were cricket fans, who played
cricket, who always followed matches of their country and occa-
sionally followed matches between other countries, who had access
to the Internet, and who used the internet for occasional searches,
but had never visited the three sites in question.

3.1.2. The teams and evaluation methods
The experiment was carried out with the participation of two

student teams working independently. One team comprised of
nine students doing their masters in interaction design who were
attending a course on usability evaluation (the IxD team). The other
team comprised of 34 computer science and engineering students
– a mix of masters and fourth year undergraduate students – who
attended an introductory course on human–computer interaction
(the CS team). A persona description of targeted users and a sce-
nario were provided to the evaluators in each case.

The IxD Team
The IxD team was the control group and represented the tra-

ditional usability evaluation techniques. These students had an
aptitude for interaction design and had previously attended several
courses related to design, including courses on interaction design
and user studies. This exercise was done during a course on usabil-
ity evaluation. This team was divided into three groups. Each group
evaluated one product from each category using three different
usability evaluation techniques (as a part of the course).

The Hindi SMS input products were evaluated using a perfor-
mance test. This was the most rigorous of the three tests. Each
group recruited five users. Each user was given a 5-min orienta-
tion of the phone model. Then the user was shown 18 cards one by
one. Each card had one Hindi word written on it. The words were
sequenced in the increasing order of difficulty. The user was asked
to input the words on the phone. The user was encouraged to type
each word without help. If the user could figure out how to type the
word, the task was considered ‘successful without help’. If the user
could not type the word on his own, help was provided. If the user

could type the word with help, the task was considered ‘successful
with help’. If the user gave up or could not type the word in spite
of help, it was counted as an unsuccessful task.

The three CD-writing applications were evaluated with the help
of a discount usability evaluation method of heuristic evaluation.
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Table 2
Performance test findings, ratings by IxD team and UGAM scores by CS team for
Hindi text input on mobile phones.

New system Nokia Sony Ericson

Findings by IxD team (average number of words typed by a user,
number of users = 5, total words attempted = 18)

Without help 9.6 (53%) 8.0 (44%) 3.4 (19%)
With help 8.0 (44%) 2.4 (13%) 4.2 (23%)
Total 17.6 (98%) 10.4 (58%) 7.6 (42%)
Rank 1 2 3

Ratings by IxD team (control group, scale 0–10)
Average rating 7.6 6.5 3.7
SD 0.8 0.8 0.8
Rank 1 2 3

Ratings by IxD team (control group, scale 0–10)
UGAM score 69.5 67.5 48.9
Rank 1 2 3

Table 3
Heuristic evaluation ratings by the IxD team and UGAM scores by the CS team for
CD-writing applications.

Roxio Nero Vista

Ratings by IxD team (control group, scale 0–10)
Average rating 6.5 4.8 3.6
SD 0.9 1.2 1.1
Rank 1 2 3

UGAM by CS team (test group, scale 0–100)
UGAM score 80.5 75.8 60.2
Rank 1 2 3

Table 4
Ratings by the IxD team after think-aloud tests and UGAM scores by the CS team for
cricket websites.

cricinfo.com cricketnext.com cricbuzz.com

Ratings by IxD team (control group, scale 0–10)
Average rating 6.6 6.1 3.6
SD 2.4 0.6 0.5
Rank 1 2 3
050 A. Joshi et al. / The Journal of Syste

ach product was reviewed by a sub-group of three evaluators.
ach person in the group evaluated the product independently and
isted out usability problems. The three evaluators then met for a
ebriefing session and combined their lists. They also came up with
uggestions to improve the design.

Three cricket websites were evaluated by the technique of
hink-aloud test. Each sub-group recruited four to six users. Each
ub-group ensured that it had users in a wide age range. Each user
as given a set of tasks and was asked to think aloud while trying to
erform the task. Tasks included finding the latest score of an on-
oing cricket match, reviewing the summary of a match that got
ver recently, finding the next match that you can see with friends
t a nearby stadium or on TV, finding the rules of the (then new)
eague cricket match series, and finding and comparing statistical
ata of two cricket players. As each user performed the tasks, their
roblems, confusions, frustrations, and comments were noted.

Each evaluation was spread over 6 days (4 working days and 2
ays of a weekend for buffer time). Though each product was evalu-
ted by a sub-group, the sub-groups worked together, shared their
ork often, agreed on common goals for products within a cate-

ory, and had a common test protocol and a common test setup.
he sub-groups recruited users together and presented findings to
ach other on the last day of each evaluation. After the presenta-
ions, all the students were asked to rate each product on a scale
f 0–10 based on the findings, where 0 represented the worst user
xperience and 10 represented the best.

he CS Team
The CS team was the test group and only used UGAM for evalua-

ion. The CS team students came from a computer science discipline
nd they were only half-way through their first course on HCI. They
ere taught the technique of calculating UGAM in a 1.5-h long ses-

ion and did the actual UGAM evaluation in the next session, also
asting 1.5 h (though some groups took up to 2.5 h to complete).

This team computed UGAM for the same nine products
escribed above and against the same briefs. The 34 students were
ivided into nine groups. Each group was asked to evaluate one
roduct. Each group worked independently, without sharing any
aterial such as goals, parameters, weights, or scores with other

roups. Overall, the CS team had much shorter time to complete the
ssignment and could carry out only a brief inspection of the prod-
ct. In all respects viz. background in interaction design, knowledge
f usability evaluation techniques, time available for evaluation,
ccess to users, interaction with other groups, and sharing findings
bout other product evaluations, the CS team was at a disadvantage
ompared to the IxD team.

.1.3. Findings
Tables 2–4 summarize the ratings by the IxD team and UGAM

cores by the CS team. Table 2 also lists the findings from the per-
ormance test – the task completion rates of users without and with
elp.

To determine the relationship between the ratings by IxD team
nd UGAM scores by the CS team for the nine products, two-tailed
earson’s correlation was performed. It was found that there is a
ositive correlation r = 0.68, p = 0.04 between ratings by IxD team
M = 5.44, SD = 1.55, N = 9) and UGAM (M = 65.71, SD = 11.12, N = 9).
GAM predicted 46% of the variance in the ratings by IxD team

r2 = 0.46).
Within product categories, the ranking by IxD team ratings and

y UGAM scores tallied in the categories for Hindi text input (per-

ormance test) and CD-writing software (heuristic evaluation). In
he case of Hindi text input (performance test), UGAM scores also
allied with the ranking, by the results of the performance test.
n the other hand, for the cricket websites (think-aloud protocol),
nly the bottom ranked product tallied, while the two top-rated
UGAM by CS team (test group, scale 0–100)
UGAM score 63.1 75.6 50.5
Rank 2 1 3

sites were exchanged. This is perhaps because the first two prod-
uct categories are goal-driven and task-oriented and the goals in
Table 1 were expressive enough. Cricket websites are information
spaces to be explored at leisure, goals and tasks are not so clear, and
evaluations may tend to be more subjective. Perhaps the difference
can also be attributed to the different techniques used by the IxD
team. Even so, the top two sites (cricinfo.com and cricketnext.com)
got close scores in both – the rating and UGAM. Further, the stan-
dard deviation of the rating for cricinfo.com was unusually high,
pointing to disagreement within the IxD team rating.

It can be concluded that despite significant constraints (back-
ground in interaction design, knowledge of usability evaluation
techniques, time available for evaluation, access to users, interac-
tion with other groups, and sharing findings about other product
evaluations), the team using UGAM could reasonably mimic ratings
by traditional usability evaluators.

4. Index of Integration
We conceive Index of Integration (IoI) as an empirical process
metric, nominally on a scale of 0–100, where 100 represents the
best possible integration of HCI activities in the software devel-
opment activities and 0 represents the worst with respect to a
prescribed process model.
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Table 5
An example of IoI calculation for the integration of HCI activities in the waterfall model prescribed in Joshi and Sarda (2007).

Phases and HCI activities Recommended weights Assigned weights Activity score Phase score IoI score

Communication 50.00
Contextual user studies and user
modelling, competitive product analysis

3–4 4 25

Ideation with a multidisciplinary team
(HCI, tech, biz)

2 3 50

Product definition/information
architecture/wireframes with a
multidisciplinary team (HCI, tech, biz)

1–3 3 50

Usability evaluation (formative) and
refinement of product definition

1–3 4 75

Modelling 75.00
Detailed UI prototyping 4–5 5 75
Usability evaluation (formative) and
refinement of prototype

4–5 4 75

Construction 78.57
Development support reviews by 3 4 100

3

•

•

•

•

•

usability team
Usability evaluation (summative) 1–3

IoI score

The IoI metric consists of the following conceptual elements:

Software Engineering Phases: These are the broad phases
as described in the software engineering process models as
described. For example, see Pressman (2005).
HCI Activities: HCI activities are prescribed for each phase
of the software engineering process model. These could be
organisation-specific or based on a published recommendation.
In this paper, the activities prescribed in Joshi and Sarda (2007)
and Joshi (2009b) have been used as examples.
Weight: Each HCI activity is given a weight on the scale of 0–5
where 0 indicates that the activity is not relevant, 1 indicates the
activity is somewhat relevant, 2 indicates the activity is typically
important, 3 indicates the activity is more important than usual,
4 indicates that the activity is very important and 5 indicates that
the activity is extremely important in the context of the project.
Score: Each activity has a score associated with it. The score is
given on a rating of 0–100, where 100 represents the best case
situation, i.e. the activity was done in the best possible manner,
with the highest fidelity, in the most appropriate phase of soft-
ware development and with the best possible deliverables; 75
represents that the activity was somewhat toned down, but was
still well-timed and well-executed; 50 represents that the activity
was done with some shortcuts or perhaps was not timed well; 25
represents that the activity was done with many shortcomings;
and 0 represents the worst case situation where the activity was
not done at all.
Activity evaluation guidelines: These spell out considerations
that help the evaluation of each activity. Guidelines may define
the techniques used to carry out activities, the skill and experi-
ence levels of the people doing the activities, the deliverables and
other parameters that affect the fidelity of the activity. For exam-
ple, following are the guidelines for the activity of ‘contextual
user studies and user modelling, competitive product analysis’ in
Table 5:
1. Both organizational data gathering and user studies are done

before requirements are finalized.
2. User studies are done in the context of the users by the method

of contextual inquiry.

3. User studies are done with at least 20 users in each profile.
4. User studies are done by people with experience in user studies

in a similar domain of at least 2 projects.
5. The findings including user problems, goals, opportunities,

and constraints are analyzed, documented, and presented in
50

64.17

an established user modelling methodology such as personas,
work models, affinity diagram, etc.

6. Competitive/similar products and earlier versions of the prod-
ucts are evaluated for potential usability problems, at least by
using discount usability evaluation methods such as heuristic
evaluation, and are benchmarked.

7. User-experience goals are explicitly agreed upon before final-
izing requirements.
100 = All the above are true, the activity was performed excep-

tionally well, 75 = At least 5 of the above are true, including point
7, or all the above are true, but point 3 had fewer than 20 users per
profile, the activity was performed reasonably well, 50 = At least 3
of the above are true, including point 7, the activity was done with
some shortcuts and/or perhaps was not timed well, 25 = Only 2
of the above are true, the activity was done poorly with many
shortcomings, 0 = None of the above are true, the activity was not
done.

Detailed guidelines for evaluating all the HCI activities listed in
Table 5 have been created and are available online (Joshi, 2009b).

The process for computing IoI for a project has the following
steps:

• Company HCI Process Prescription: The leaders in the HCI group
in an organisation prescribe the HCI activities to be carried out in
a particular phase of SE process, the expected deliverables from
each activity, suggested weights for each activity and suggested
activity evaluation guidelines. As it often happens, an organisa-
tion may follow not one SE process, but several. In that case, the
HCI activities need to be integrated with each SE process. The
leaders also suggest a weight for each HCI activity and the guide-
lines to score each activity. Second column of Table 5 summarises
recommended weights for HCI activities for the waterfall model
based on Joshi and Sarda (2007) and Pressman (2005) and our
interaction with UX team leaders from two companies.

• Project HCI Process Definition: After getting a project brief and
after understanding the domain, the users, and the project con-
text, a UX professional fine-tunes the weights for the prescribed
HCI activities. He/she should consult colleagues in the UX team

and development team, and business stakeholders before finaliz-
ing the weights. For example, if the domain or users are unknown
to the UX team, it may be very important to do ‘contextual user
studies and user modelling, competitive product analysis’ in the
communication phase (weight = 4). On the other hand, if the UX
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ig. 1. Integration of HCI activities with the phases of the waterfall model (Joshi an
ther activities are from Pressman (2005).

team is already very familiar with the context and the domain
and if they have a lot of experience designing similar products, it
may be not so important (weight = 2).
Process Evaluation: After the project is over, a group of indepen-
dent UX professionals review the HCI activities, evaluate them
for process compliance, and give a score for each activity on a
scale of 0–100. In case of multiple evaluators, an average across
evaluators is deemed to be the score.
IoI Calculation: The metric is found by computing the weighted
average of the scores of all activities: IoI =

∑
(Wa × Sa/

∑
Wa),

where Wa is the weight for a particular HCI activity, Sa is the
score (from 0 to 100) for that activity. In case there is a lot of
divergence in scores of a particular HCI activity, the activity is
discussed and reviewers are given a chance to change their score
before an average is taken.

Software engineering phases have been extensively described
n literature. For example, the phases of the waterfall process

odel are Communication, Planning, Modelling, Construction and
eployment (Pressman, 2005). On the other hand, no widely
ccepted process model to integrate HCI activities for the given SE
hases has emerged so far. However, there have been a few pro-
osals. Costabile (2001) suggests a way for integrating HCI activities

ith the waterfall model. Göransson et al. (2003) suggest the cre-

tion of a new discipline called usability design for integrating HCI
ctivities with Rational Unified Process (RUP).

The use of IoI with the proposals for integrating HCI activities
n the waterfall process model (Joshi and Sarda, 2007) is demon-

able 6
n example of IoI calculation for the integration of HCI activities in the agile model presc

Phases and HCI activities Recommended weights

Before iterations start
Contextual user studies and user modelling,
competitive product analysis, ideation

4

Product definition/IA/wireframes with a
multidisciplinary team, evaluation

3

Detailed UI prototyping for 1st iteration 5
Usability evaluation (formative) and
refinement of prototype for 1st iteration

3

During iterations
Detailed UI prototyping for the next iteration 4
Usability evaluation (formative) and
refinement of the prototype for the next
iteration

2

Development support reviews by usability
team for the current iteration

3

Usability evaluation (summative) of the
earlier iteration

1

After the last iteration
Usability evaluation (summative) of release
version

3

IoI score
a, 2007). The HCI activities corresponding to each phase have been underlined. The

strated. It is suggested that the Communication phase should have
contextual user studies and user modelling, competitive product
analysis, ideation with a multidisciplinary team, product defini-
tion/information architecture/wireframes with a multidisciplinary
team, formative usability evaluation, and refinement of product
definition. The Modelling phase of the waterfall model should
include detailed user interface prototyping, formative usability
evaluation of the user interface, and refinement of prototype. The
usability team should support the development team by conduct-
ing reviews during the Construction phase and when a reasonably
high-fidelity version is available, a summative usability evaluation
should be done. Fig. 1 summarizes the HCI activities suggested for
the waterfall model phases based on the recommendations made
above. The underlined activities in Fig. 1 are the suggested HCI
activities while the other activities are the regular SE activities
suggested by Pressman (2005).

Table 5 shows calculation of IoI for an example project in an
industrial context. First, a senior UX professional from the com-
pany adopted the HCI activities, activity weights, and evaluation
guidelines that the company should be following based on the
recommendations. The second column of Table 5 contains these
weights. Then a project that had recently ended was selected. The
project manager and the UX professionals working on the project

fine-tuned the weights for the project context. The third column
of Table 5 contains these weights. A group of reviewers compris-
ing of some project insiders and outsiders reviewed and rated the
HCI activities based on the guidelines, and its IoI was calculated.
The fourth column of Table 5 contains the scores assigned to each

ribed in Joshi (2009b).

Assigned weights Activity score Phase score IoI score

60.71
4 50

4 50

3 100
3 50

56.67
4 100
4 25

3 50

4 50

75.00
4 75

60.61
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ctivity by the reviewers. Weighted average scores for HCI activi-
ies for each phase is presented in column five and the weighted
verage for all activities, i.e. the IoI, is presented in column six. In
his example, it is clear that the biggest process improvements in
his project were required in the communication phase. By com-
aring the IoI scores, phase scores, and activity scores in several
rojects, the team can deduce where it needs to be putting in most
f its efforts in process improvement.

Similarly, a proposal to integrate HCI activities into the agile
rocesses and developed corresponding guidelines (Joshi, 2009b)
as developed. The proposal has four main ideas. First, HCI activi-

ies that are difficult to fit in a typical agile iteration (for example,
etailed user studies, ideation and exploration of the product def-

nition) ought to happen in the project before the agile iterations
egin. At times, this could be an independent project. Secondly,
CI activities should be iterative and the iterations should syn-
hronise with the software development iterations, matching the
eartbeat of the project. However, HCI activities should stay ahead
f the development team by at least one iteration so that the inter-
ace of the software being developed for each iteration has been
rototyped and evaluated for usability before it is actually built.
hirdly, the HCI team should closely coordinate with the software
evelopment team during the development on a day-to-day basis.
his ‘development support’ will ensure that the user interface is
mplemented as close to its original intent as possible with minimal
ocumentation. Fourthly, a rigorous summative usability evalua-
ion should be carried out after a few iterations. Feedback coming
rom formative and summative evaluations should be constantly
ed back into future iterations to improve the design.

Table 6 shows calculation of IoI for an example project that uses
gile methods based on this proposal.

. Industry feedbak on UGAM and IoI

First, a qualitative evaluation was done to get preliminary
eedback from practitioners on the two metrics. The goal of this
valuation was to try the two metrics in an industrial context, to
et feedback on whether such metrics are necessary and useful,
nd to collect qualitative feedback to improve the metrics. We also
anted to measure the time it would take to compute the metrics

n real-life situations.
UGAM and IoI were computed retrospectively for three projects

n two large contracted software development companies. In each
ase, the metrics computation was done by HCI professionals from
he project, independent HCI professionals, and project stakehold-
rs. These stakeholders were familiar with the software artefact
hat was developed and the process that was followed. At the end
f the metrics computation, feedback was taken from participants
bout the metrics.

It typically took about 3 h to compute both IoI and UGAM
or each project. The time included explaining the two metrics,
eight assignment, and scoring. This seemed to be the optimum

ime; longer meetings were difficult to schedule. The projects per-
ormed similarly in IoI and UGAM scores – the one project that
ad a high UGAM value also had a high IoI value. Participants,
articularly project stakeholders, were at home with the activ-

ty of metric calculation. To them, the activity seemed to bring
CI closer to SE. It seemed to create lot of buy-in for HCI activi-

ies from the project stakeholders. One project stakeholder said, “I
ever thought we could think so much [about user experience]”. The

ctivity seemed to be more successful in projects where several
takeholders from the project participated as it stimulated discus-
ion among stakeholders. While the participants appreciated the
rganizational perspective, the metrics seemed of less use to the
rojects as the projects were already over. Participants suggested
d Software 83 (2010) 2045–2058 2053

that metrics should be calculated mid-way through a project, while
course correction was still possible.

Specifically, UGAM seemed to help the HCI designers and project
stakeholders to make goals explicit. One HCI designer remarked,
“Had we done this earlier, I would have known where to focus”. The
teams adjusted weight to suit goal parameters to their project
– they confirmed that this flexibility is indeed desirable. Though
parameter evaluation guidelines for UGAM helped, more details
were desired. Giving examples of HCI goals (learnability, ease of
use, etc.) helped participants to set goal parameters and weights.
One stakeholder remarked, “Without these inputs it would have been
difficult to [assign weight and scores]”.

In case of a few UGAM parameters, divergent scores emerged for
some parameters in each project. Usually, variations were observed
in parameters for which the evaluation guidelines were not under-
stood well or were interpreted differently by evaluators. In such
cases, it was felt that it was better to let the participants discuss
the parameter and change ratings to converge scores if they so
desire. Reducing the number of steps in scoring a parameter (for
example, 0–25–50–75–100) and assigning a meaning to each step
helped reduce the variation in the scores. More detailed guidelines
would help in reducing divergence further.

Computing IoI was useful for project stakeholders as they could
see the importance of HCI activities in the SE context. The HCI activ-
ities integrated in SE process models were acceptable as suggested.
Though they were explicitly asked, none of the project stakehold-
ers wanted changes in the prescribed HCI activities, their weights,
or the evaluation guidelines. An important feedback was a need
for process models specifically targeted to redesign projects. Pro-
cess models typically discuss new product development. Given that
many industry projects are of the type “next version of X”, process
models must be specifically adapted for them.

Walking through the activity evaluation guidelines helped in
scoring, as not all stakeholders were aware of all the HCI activities.
It was felt that IoI should be computed before computing UGAM as
this minimizes bias. The metric descriptions presented in this paper
are a result of iterative modifications that reflect the feedback and
lessons learnt.

6. Correlating UGAM and IoI

A final evaluation was done with two groups of industry
participants. The purpose of this evaluation was to explore the
quantitative relationship between IoI and UGAM in industrial
projects. We wanted to explore whether IoI, a process metric, has
any effect on UGAM, a product metric.

Study A
The first group attended a training programme – a 9-day pro-

fessional course on human–computer interaction design conducted
by one of the authors. Participants came from mixed educational
backgrounds such as graphic design, product design, web design,
user interface design, e-learning, engineering, product manage-
ment, and ergonomics. Industry experience of participants varied
between 2 and 15 years but HCI-related experience of partic-
ipants varied from only 1–3 years. Many participants had an
aptitude for design and a few of them even had formal design
education.

A study to correlate UGAM and IoI was conducted during the
course (Study A). Before the study started, the participants had
attended four and a half days of the course during which they

had learnt about conducting and analyzing contextual interviews,
affinity diagrams, personas, conceptual models, layers of user
experience, design process, and user-experience goals. After this,
participants were invited to participate in the UGAM and IoI calcu-
lation for a project on which they had worked professionally.
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Table 7
Raw UGAM and IoI scores for 61 projects in two studies.

IoI UGAM Process Type

92.39 69.93 Waterfall Service
89.29 80.90 Waterfall Product
80.43 71.43 Waterfall
79.63 85.39 Waterfall Service
79.31 80.65 Agile Service
78.26 86.67 Waterfall
77.17 71.40 Waterfall
76.09 73.61 Waterfall
75.83 74.68 Waterfall Service
73.75 71.70 Waterfall Product
72.00 75.33 Waterfall Service
70.95 68.67 Waterfall Service
69.17 77.32 Agile Product
69.17 77.32 Agile Product
67.31 63.51 Waterfall Service
67.24 68.00 Agile Product
66.30 64.08 Waterfall
66.18 85.14 Agile Service
65.63 68.66 Waterfall Service
65.38 75.73 Waterfall Service
65.22 70.71 Waterfall
64.58 75.63 Waterfall Product
64.17 66.81 Waterfall Service
64.13 58.59 Waterfall
63.39 78.78 Waterfall Product
63.00 61.44 Waterfall Service
62.96 80.16 Waterfall Product
62.96 74.39 Agile Product
61.46 68.88 Waterfall Product
61.00 70.79 Waterfall Service
60.61 70.99 Agile Service
58.70 67.56 Waterfall
58.33 70.74 Waterfall Service
57.61 78.19 Waterfall
57.50 74.65 Waterfall Service
56.00 66.67 Waterfall Product
55.47 77.22 Agile Service
55.43 77.59 Waterfall
55.36 62.26 Waterfall Product
54.57 65.18 Waterfall
51.92 56.32 Waterfall Service
51.09 57.77 Waterfall
50.00 65.41 Waterfall Service
50.00 58.33 Waterfall
50.00 52.96 Waterfall
50.00 44.20 Waterfall
46.74 65.91 Waterfall
46.55 48.42 Agile Service
46.05 42.47 Waterfall Service
45.83 61.43 Waterfall Service
41.30 46.52 Waterfall
38.54 55.36 Agile Service
38.04 57.39 Waterfall Product
38.04 53.05 Waterfall
37.50 59.23 Agile Service
36.96 33.42 Waterfall
35.87 44.21 Waterfall
054 A. Joshi et al. / The Journal of Syste

Participants were then taught the method of calculating UGAM
nd IoI. During UGAM calculation, participants were walked
hrough each goal parameter and were shown examples to explain
ts meaning. Similarly, during IoI calculation, they were walked
hrough each HCI activity and its implication for the SE process. Par-
icipants were informed that it was optional to submit the project
ata and they could remain anonymous in their submission.

tudy B
A second, more controlled study was done with participants

ho had more experience and formal background in HCI (Study
). Before the study, a 1-day tutorial on user-experience metrics
as announced on a mailing list of HCI professionals in India. The

utorial was conducted five times on weekends in five different
ities. It gave a general overview of several user-experience metrics,
ncluding UGAM and IoI. The tutorial was free to attend.

The tutorial was open only to participants who had a few years
f experience in HCI or a related area. The participants filled out
registration form for attending the tutorial and those who had
o experience in HCI were screened out. These participants had an
verall average experience of 7 years and HCI-related experience
f 3.5 years.

After the tutorial, participants were chosen randomly and were
nvited to participate in the study. Each participant who agreed

as interviewed in two or three sessions. The first session was a
hort briefing session over the phone, during which the participant
as told the purpose and the procedure of the study. Each par-

icipant was requested to contribute two projects. The participant
as encouraged to contribute not only projects that he thought
ent well, but also projects that he thought did not go so well. The
articipant was also requested to report the nature of the project
whether it was a contracted software development service for
client or a project in a product company. The participant was

romised confidentiality and was invited to participate in the sec-
nd session. The second session was scheduled at a time convenient
o the participant.

At the start of the second session, the participant was reminded
bout the purpose and the procedure. He was handed over printed
orms for UGAM and IoI calculation and was asked to fill it out
hile constantly thinking aloud as he answered each question. The
articipant was not left to himself, but was walked through the
orms as he filled them out. Each question was verbally explained
nd the participant was encouraged to ask questions. Clarifica-
ions and examples were given where necessary. This was done to
nsure that he understood each question clearly. Many second ses-
ions were scheduled as face-to-face meetings. Later, some second
essions were also scheduled over phone. For sessions conducted
ver phone, the participants were sent a soft copy of the forms in
dvance. A third session similar to the second one was scheduled
f necessary.

.1. Findings

Thirty-five participants participated in Study A, of which 21
articipants submitted their data for both UGAM and IoI. 141 par-
icipants registered for the 5 tutorials in Study B. Of these, 83
articipants qualified and attended the tutorials. Of these, 33 par-
icipants were requested to participate in the study. Most agreed,
ut only 23 could be scheduled. Between them, Study B participants
ontributed 40 projects. The participants came from a wide variety
f companies including four large (25,000+ employees each) con-

racted software development companies, four relatively smaller
ontracted software development companies, four multi-national
ompanies with large product development centres in India, one
arge, internationally popular internet company, and five smaller
roduct development companies.
33.93 46.55 Waterfall Service
31.00 47.30 Waterfall Service
29.35 54.58 Waterfall
26.85 56.92 Waterfall Product

A combined analysis of the 61 projects from Study A and Study
B is presented below.

Table 7 lists the raw data for the UGAM and IoI scores for the
61 projects. It also lists the type of process model followed. Out of
the 61 projects, 50 projects reported following the waterfall model,
while 11 projects reported following agile process models. Of the

40 projects in Study B, 26 were carried out as part of a contracted
software development service for a client while 14 were projects
in product companies (this data was not collected in Study A).

Normal P–P plot (Fig. 2) drawn for UGAM and IOI, shows that
assumptions of normality are not grossly violated for either metric.
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Fig. 2. Normal P–P plot for User Experience Goal Achievement Metrics (a) and for Index of Integration (b) (N = 61).

Table 8
Model summary for UGAM regressed on IoI.

Overall (N = 61) Waterfall (N = 50) Agile (N = 11) Service (N = 26) Product (N = 14) Service Waterfall
(N = 19)

Product Waterfall
(N = 10)

R 0.752 0.753 0.809 0.747 0.825 0.769 0.841
R2 0.566 0.567 0.655 0.559 0.681 0.591 0.707
Adjusted R2 0.558 0.558 0.617 0.540 0.654 0.567 0.671
Standard error of the estimate 7.9209 7.9012 7.1171 7.9147 4.7463 7.2775 5.1896

Change statistics
R2 change 0.566 0.567 0.655 0.559 0.681 0.591 0.707

I
t
t
(

s
e
v
c
(
T
T

T
R

F change 76.862 62.924 17.084
df1 1 1 1
df2 59 48 9
Significance F change 0.000 0.000 0.003

Therefore, to determine the relationship between UGAM and
OI, two-tailed Pearson’s correlation was performed. It was found
hat there is a significant positive correlation (r = 0.752, p < 0.0005
wo-tailed) between UGAM (M = 65.82, SD = 11.92, N = 61) and IOI
M = 58.38, SD = 14.93, N = 61).

A simple linear regression was performed to determine if IoI
ignificantly determines the scores of UGAM. A significant model
merged (Table 8), with predictor IoI accounting for 56% of the

ariance in UGAM (adjusted r2 = 0.56), which was highly signifi-
ant (F = 76.862, p < 0.0005). The coefficients (Table 9) show that IoI
ˇ = 0.601, p < 0.0005) demonstrated significant effects on UGAM.
he t-statistic for the slope was also significant t = 8.767, p < 0.0005.
he 95% confidence interval for IoI ˇ varies from 0.463 to 0.738.

able 9
egression coefficients for UGAM regressed on IoI.

Overall
(N = 61)

Wate
(N = 5

(Constant)
Unstandardised coefficients

B 30.763 30.99
Standard error 4.126 4.40

t 7.457 7.03
Significance 0.000 0.00

95% confidence interval for B
Lower bound 22.508 22.12
Upper bound 39.018 39.85

IoI
Unstandardised coefficients

B 0.601 0.58
Standard error 0.068 0.07

t 8.767 7.93
Significance 0.000 0.00

95% confidence interval for B
Lower bound 0.463 0.43
Upper bound 0.738 0.72
30.370 25.617 24.607 19.326
1 1 1 1

24 12 17 8
0.000 0.000 0.000 0.002

Thus, it could be concluded that there was a positive significant
relationship between IoI and UGAM.

UGAM and IoI were analysed using ANOVA in means (Table 10).
A small significance value indicates a linear relationship between
UGAM and IoI (F = 69.94, p < 0.0005). Thus, the expected value of
UGAM can be represented by the following equation:

UGAM = 0.601 × IoI + 30.763
It could be concluded that the relationship between IoI and
UGAM is strong, positive, and linear. This is also evident in the curve
plotted between observed IOI and UGAM drawn against theoretical
linear distribution between the two variables (Fig. 3).

rfall
0)

Agile
(N = 11)

Service
(N = 26)

Product
(N = 14)

Service
Waterfall
(N = 19)

Product
Waterfall
(N = 10)

2 29.270 32.245 43.796 31.691 43.958
9 10.172 6.365 5.554 7.031 6.131
0 2.878 5.066 7.885 4.508 7.169
0 0.018 0.000 0.000 0.000 0.000
8 6.260 19.109 31.695 16.858 29.819
6 52.280 45.382 55.898 46.524 58.097

2 0.693 0.576 0.445 0.559 0.439
3 0.168 0.104 0.088 0.113 0.100
2 4.133 5.511 5.061 4.961 4.396
0 0.003 0.000 0.000 0.000 0.002
4 0.314 0.360 0.254 0.321 0.209
9 1.072 0.791 0.637 0.796 0.669
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Table 10
ANOVA in means table for UGAM × IoI (N = 61).

Sum of squares df Mean square F Significance

Between groups (Combined) 7972.475 52 153.317 2.224 0.115
Linearity 4822.351 1 4822.351 69.943 0.000
Deviation from linearity 3150.124 51 61.767 0.896 0.632

Within groups 551.572 8 68.947

Total 8524.048 60
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Fig. 3. IOI vs. UGAM scatter p

Tables 8–10 report further findings from regression analyses on
ubsets of the data only considering the projects that followed:

the waterfall models (N = 50),
the agile process models (N = 11),
the known contracted service projects (N = 26),
the known product company projects (N = 14),
the known contracted service projects that followed the waterfall
model (N = 19),
the known product company projects that followed the waterfall
model (N = 10).

All models were significant (Table 8) and consistently returned
ignificant positive coefficients, with all pairs of the 95% confidence
ntervals for IoI ˇ positive (Table 9). Thus, it could be concluded
hat IoI and UGAM can be used by software projects that use either
aterfall model or agile model and by organisations involved in

ontracted service projects as well as in product development.
It is interesting to note that the constant seems to be somewhat

igher and the coefficient of IoI is somewhat lower for the two
ubsets of product company projects compared to the two subsets
f services company projects (Table 9). This implies that process

ntegration is somewhat less important in product companies than
n service companies – possibly because there are other factors
t play in product companies (such as high stakeholder involve-
ent, immediacy of business impact of poor usability or simply

igh levels of skills, talent, and experience).
ainst linear curve (R2 = 0.56).

Similarly, it is interesting to note that agile projects seem to have
a higher coefficient of IoI compared to that of waterfall projects –
implying a higher impact that process integration can have on the
quality of user experience in agile projects.

7. Conclusions and discussion

We proposed a metric to measure the quality of the product
against its usability goals (UGAM) and another metric to measure
the level of integration of HCI activities in SE process models (IoI).
The metrics were evaluated in three different ways.

A classroom-based experiment was conducted to evaluate
UGAM. The experiment showed that even in adverse conditions,
UGAM could predict the user experience of a product in a way
similar to ratings of evaluators after traditional usability studies
for goal-driven, task-oriented products. UGAM did not predict as
accurately the ratings of what could be a leisurely exploration of
information spaces, though it was not completely off the mark.

Qualitative feedback on UGAM and IoI from industrial partic-
ipants showed that the metrics helped the participants and they
were positively inclined to use them. UGAM and IoI were found to
be useful and practical in evaluating products and processes. There
was a lot of buy-in from project stakeholders to calculate metrics,

as they wanted to track and control the user-experience design of
the product. They were happy to discover that the metrics were
lightweight and not dependent on specific usability methods.

A third evaluation of UGAM and IoI on 61 industry projects
showed a strong positive linear correlation between IoI and UGAM
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n all projects. It was also found that IoI has a somewhat greater
ffect on UGAM in projects that use the agile process model rather
han the waterfall process model and in projects that are exe-
uted as a contracted software development service rather than
n projects in product companies.

It is important to discuss the limitations of the studies and eval-
ations. The evaluation discussed in Section 3.1 was carried out by
tudents of interaction design and computer science in the class-
oom. It is quite possible that assessments of professionals are
ifferent. Further, the conclusions drawn are based on the evalua-
ion of only nine products. It would be interesting to follow up with

ore detailed assessments by professionals with more products.
An important limitation of the two studies presented in Sec-

ion 6 was that UGAM and IoI calculation were done by only one
roject member from each project, while ideally one should cal-
ulate the two metrics by averaging inputs from several members,
oth internal and external. Perhaps another limitation is that the
tudy was done only in one country – India. It could be that the
ractices in the IT industry in India are different from those in the
ther countries. For example, it is quite common to find projects
sing the Rational Unified Process model (RUP) in Europe, while

n India the most popular process model is waterfall, followed by
gile processes. It is interesting to note that not a single project
hat uses RUP was found. However, within this limitation, we
elieve we got a wide representation of projects, including services,
roducts, and projects following the waterfall and agile process
odels. Additional studies are required in other geographies to

eneralise the results, but we do not expect significantly different
esults.

It is important to discuss the limitations of the two metrics. As
iscussed above, there are arguments against summary measures
nd both UGAM and IoI are summary measures. Yet, summary
easures are useful in many contexts. As Gulliksen et al. (2008)

rgue, decision makers often want measures to base their deci-
ions upon and while this could be a risk in the context of usability,
t may also be a good opportunity. Summary measures are par-
icularly useful for comparisons across projects. Such comparisons
an help the team understand what works and what does not and
mprove the performance year-on-year. UGAM and IoI have an
rganizational perspective and allow comparison across projects.
n addition, UGAM and IoI are different from the summary mea-
ures cited above. Both are based on weighted averaging of self-set
argets, which ensures that important issues count for more. Both
reate a profile and allow a drill-down to constituent components,
hich point to specific areas where corrective action might be

aken.
Perhaps the most important limitation of UGAM comes from the

phemeral nature of ‘user experience’. Any attempt to embody such
n abstract phenomenon numerically is bound to be subjective and
easures are open to interpretation. Yet, with UGAM, you get what

ou set. UGAM is not meant to measure the entire abstract notion
f user experience, just the level to which the designers achieve
he goals they set for themselves. Designers set goals according to
heir understanding of the context, user needs, and business goals.
f their judgements (or judgements of the stakeholders who influ-
nced them) are erroneous to an extent, UGAM would not reflect
he true user experience to that extent.

We believe that in spite of these limitations, UGAM is use-
ul. UGAM shows the extent to which targeted user-experience
oals are achieved in a project. It was found that breaking up
bstract notions of user experience into specific goals and param-

ters helped evaluators focus on one issue at a time and reduced
he subjectivity in measurement. Linking parameter scores to per-
ormance metrics, making the evaluation criteria explicit, and
veraging across several evaluators further reduced the subjectivity
n judgment.
d Software 83 (2010) 2045–2058 2057

The main limitation of IoI is that it does not measure the abso-
lute process quality; rather how compliant a project was to the
prescribed process. There are no widely accepted process models
that integrate HCI with SE processes today. Yet, IoI in conjunction
with UGAM and other product metrics may be used to verify the
effectiveness of new and current process model proposals. If the
product metrics and IoI are correlated (as was the case in our pro-
posals to integrate HCI activities in waterfall and agile processes),
the new process proposal should be acceptable. On the other hand,
if the UGAM and IoI do not show a correlation, it questions the
efficacy of the prescribed process models.

In future, we plan to use metrics prospectively throughout the
duration of projects and demonstrate their usefulness during the
project. We will be building more elaborate tools and guidelines to
improve the consistency of weights and scores. We also propose to
do additional validations of the two metrics in experimental and
industrial situations.
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